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CURRENT STATE AND DEVELOPMENT PROSPECTS OF HETEROGENEOUS
STREAMING DATA PROCESSING METHODS

Heterogeneous streaming data processing is a rapidly expanding field of research and development in data
processing and analytics. The proliferation of diverse data sources, including social media, sensor networks, and Internet
of Things (loT) devices, has resulted in an increasing heterogeneity of streaming data in terms of data types, formats,
and velocities. This presents significant challenges in processing and analyzing real-time data for actionable insights.
The diversity of data types, formats, and velocities in streaming data introduces complexities that require advanced
techniques and algorithms for effective processing and analysis. Data streams can consist of various data types, such as
text, images, videos, sensor readings, and social media posts, each with its unique characteristics and structures. Data
streams can arrive in different formats, including structured, semi-structured, and unstructured data, which may require
different processing approaches. The velocities at which data streams are generated can vary, ranging from high-velocity
data streams that demand real-time processing to low-velocity data streams that allow batch processing. Addressing
the heterogeneity of streaming data requires robust techniques that can handle diverse data types, formats, and velocities
to ensure accurate and meaningful real-time data analysis. This review analyses the current research and publications
on heterogeneous streaming data processing. The challenges and opportunities in processing diverse data streams in
real-time, is discussed. The latest research and publications in this area are reviewed, including advancements in stream
processing frameworks, machine learning algorithms, edge computing, IoT, Al, and quantum computing. The paper
determines the purpose of the research, which is to provide an overview of the current state and development prospects
of heterogeneous streaming data processing; presents the leading research material, including key findings and insights
from recent studies. The paper concludes with prospects for further research and innovation in this field, highlighting
the need to address challenges such as data heterogeneity, data velocity, concept drift, privacy and security, explainability,
and the potential of quantum computing for real-time data processing.

Key words: heterogeneous data streams, stream processing, real-time analytics, edge computing, Internet
of Things (loT), machine learning, quantum computing.
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CYYACHWN CTAH TA NEPCNEKTUBU PO3BUTKY METO/IB OEPOBJIEHHSA
FETEPOrEHHUX MOTOKOBUX OAHUX

ObpobrieHHs1 2emepo2eHHUX MomoKosux OaHux — ue cchepa OocnidxeHb i po3pobok y cghepi
aHanimuku 0aHux, Wo 8 Haw 4ac po3sueaembcsi 008011 cmpiMko. [owupeHHs pi3HOMaHIimHuUx Oxeper
0aHuX, 8Ko4aro4u couyianbHi Mmedia, CeHCOPHI Mepexi ma rnpucmpoi IHmepHemy peyel (loT) npu3serno
00 3pocmaHHSI HeOOHOPIOHOCMI MOMOKOo8UX JaHUX 3 MOYKU 30py murie OaHux, c¢hopmamie ma
weudkocmi ix eeHepauii. Lje cmeoproe 3HaqHi mpyOHowi 8 06pobrieHHi ma aHarnisi 0aHux y peasribHOMy
yaci 0nsi eudineHHs1 KOpucHoi iHghopmauii. PisHomaHimHicmb murnie OaHux, ¢ghopmamis i wieudkocmi
2eHepysaHHs1 MoMoKosUX 0aHUX CMEOPIOE HOBI 3ag80aHHs, BUPIWEHHS sIKUX nompebye 3acmocy8aHHs
rnepedosux memodis i aneopummig 551 eghekmusHo20 06pobrieHHs U aHani3y. [lomoku daHUX MOXymb
cknadamucs 3 pisHUX murie 0aHUX, maKkux K mekcm, 306pakeHHs1, 8ideo, daHi 3 Oamyukig i nybnikauir
8 couianbHUX Mepexax, KOXXeH 3i C80iMU yHiKanbHUMU Xapakmepucmukamu ma cmpyKkmyporo. [omoku
0aHUX MOXymb Hadxo0umu 8 PIi3HUX ¢hopmamax, 6K/4Yardu CMpPyKmMypoeaHi, HanieCmpyKmypoeaHi
ma HecmpykmypoeaHi OaHi, Ons SKUX MOXymb 3Hadobumucs pi3Hi rnidxo0u 0o o0bpobrieHHs. Kpim
moeo, WeuUdKiCmb, 3 IKO 2EeHEPYOMbCS MOMOKU 0aHuX, MOXe 3MiH8amucs: 8i0 8UCOKOWBUOKICHUX
rnomokie 0aHux, sKi suMazaromb 06pObKU 8 pearibHOMY Yaci, 00 HU3LKOWBUOKICHUX Momokie daHux, SKi
00380s1510mb nakemHe 0bpobrieHHs. LLjob supiwysamu npobremu HEOOHOPIOHOCMI MOMOKOBUX JaHUX,
nompibHi HadiliHi Memodu, sIKi MOXXymb 06pobnsmu daHi piaHux murie, chopmamis i weudkocmed, w06
3abesneqyumu moYyHul i 3Hadywuti aHani3 0aHuXx y peasibHOMY Yaci. Y ubomy o02r1510i aHasi3yrombCsi MOMOoYHi
docnidxeHHs1 ma rybrnikauii 3 06pobrieHHs1 2emepo2eHHUX MOMOoKo8uUx OaHuX. Y cmammi po3anisidaromscs
npobnemu ma Moxrueocmi 06pobrieHHsT MOMOKi8 PIi3HUX murie daHUX y Pexumi pearibHO20 4acy.
Po3sanisiHymo ocmatHi docioxeHHs ma nybnikauii 8 uiti 2asny3i, 8KIHOYHO 3 O0CA2HEHHSMU 8 CIMPYKMypax
Momokogoi 0bpobKu, anzopummax MawuUHHO20 Hag4aHHs, repughepiliHux 0b4UCNeHHSsX, IHmepHemi
peuyel, Wmy4yHOMY iHmesnekmi ma keaHmoegux obyucrieHHsIx. Cmamms Micmume 0271510 Cy4acHo20 cmaHy
ma repcriekmus po3sumkKy 0b6pobrieHHs1 2emepo2eHHUX MoMOKo8UX OaHuXx, ripedcmassneHi npoegioHi
cy4acHi O0CniOKeHHS, 8KITIOHarYU KIo408i 8UCHOBKU ma idel. HasedeHo nepcriekmusu ma rnpono3uuii
rnolanbuwux docrnidxeHb ma iHHosauiti y 0aHil 2any3i, niOKpecoryu HeobxiOHICMb PO38'93aHHS Makux
npobrem, sik He0OHOPIGHICMb daHuXx, weudKicmb rnepedayi 0aHux, Opelich KoHUenuii, KOHgIOeHUilHICMb
i 6e3srneka, nomeHuian keaHMoBUX 0b4yucreHb 0rs1 06pobrieHHs daHUX y pearibHOMY Yaci.

Knroqoei crnoea: ecemepozeHHi momokosi OaHi, 06pobka Momokie, aHanimuka 8 peasibHOMy 4Yaci,
nepugpepitiHi ob4ucneHHs, IHmepHem peyel, MawuHHE Hag4aHHS, K8aHMOo8I 0OYUCIEHHS.

Introduction. Problem Statement. The streams closer to the source, reducing the need
proliferation of diverse data sources, such as social for data transfer and enabling real-time processing
media, sensor networks, and loT devices, hasledtoan  at the edge of the network (Baji¢ et al., 2019). loT
explosion of data streams that are heterogeneous in ~ technologies have also played a significant role in
terms of data types, formats, and velocities. Traditional ~ processing heterogeneous streaming data, as loT
data processing approaches are ill-equipped to handle  devices generate diverse data streams that require
the challenges posed by such diverse and rapidly  real-time processing for various applications such
changing data streams. Processing heterogeneous as smart cities, healthcare, and transportation
streaming data in real-time requires overcoming (Nadeem et al., 2022). Al techniques, such as
several challenges, including data integration, data  deep learning, reinforcement learning, and transfer
transformation, data quality, data velocity, concept learning, have been applied to heterogeneous
drift, privacy and security, explainability, and scalability. = streaming data processing to enable advanced
Furthermore, there is a need to develop advanced  analytics and decision-making (Seng et al., 2022).
algorithms, techniques, and frameworks to efficienty =~ Quantum computing, a cutting-edge technology,
process and analyze diverse data streams in real- has also shown potential in processing real-time
time to derive actionable insights and make informed  data streams, leveraging the unique properties
decisions. of quantum systems such as superposition and

Related research. Edge computing has entanglement to perform complex computations
emerged as a promising approach to process data  efficiently.

101



Information Technology: Computer Science, Software Engineering and Cyber Security, Bun. 1, 2023

The latest research and publications in this
field have also addressed challenges related to
data heterogeneity, data velocity, concept drift,
privacy and security, explainability, and scalability.
Various techniques have been proposed for data
integration and transformation, including schema
matching, ontology-based approaches, and data
mapping techniques (Aydar & Ayvaz, 2017). Data
quality assessment and data cleansing techniques
have been developed to ensure the accuracy and
reliability of processed data streams. Privacy-
preserving techniques, such as data anonymization,
encryption, and differential privacy, have been
employed to protect sensitive data in real-time data
streams (Majeed & Hwang, 2023). Explainable
Al techniques, such as rule-based methods,
model interpretability, and visual analytics, have
been developed to enable transparency and
interpretability in real-time analytics. Scalability
has been addressed through techniques such as
parallel processing, distributed computing, and
cloud computing, to handle large-scale and high-
velocity data streams (Baji¢ et al., 2019).

The main goal of the article is to provide a
comprehensive overview of the current state
and development prospects of heterogeneous
streaming data processing. This includes analyzing
the challenges and opportunities in processing
diverse data streams in real-time, reviewing the
latest research and publications in this area,
presenting the leading research material, and
discussing prospects for further research and
innovation.

Anoverview of the leading research material.
Several key findings and insights have emerged
from recent research and publications in the field of
heterogeneous streaming data processing. Firstly,
stream processing frameworks such as Apache
Flink, Apache Kafka, and S4 have become popular
forprocessinglarge-scale data streamsinreal-time,
providing essential features such as windowing,
event time processing, and fault tolerance. These
frameworks have enabled efficient processing
of diverse data streams in real-time, facilitating
various applications such as real-time analytics,
anomaly detection, and recommendation systems.
Secondly, machine learning algorithms have been
developed to handle concept drift and adapt to
changing data distributions in real-time. Online
learning algorithms, such as online clustering,
online classification, and online regression, have
been proposed to update models continuously
as new data streams arrive, allowing for adaptive
and dynamic modeling. Adaptive algorithms,
such as adaptive windowing, adaptive feature
selection, and adaptive ensemble methods, have
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been proposed to handle concept drift and enable
accurate and robust prediction in real-time (Diaz
et al.,, 2015). Transfer learning techniques have
also been applied to streaming data processing
to leverage knowledge from related tasks or
domains to improve model performance in real-
time. Deep learning algorithms, such as recurrent
neural networks (RNNs) and convolutional
neural networks (CNNs), have been utilized
for processing sequential and time-series data
streams in real-time, achieving state-of-the-art
performance in various applications. Thirdly, data
integration and transformation techniques have
been developed to handle data heterogeneity
in real-time data streams. Ontology-based
approaches, such as RDF (Resource Description
Framework) and OWL (Web Ontology Language),
have been used for semantic data integration,
enabling meaningful integration of diverse data
streams with varying data schemas and formats.
RDF is a W3C standard for representing and
exchanging data on the web, providing a flexible
and extensible framework for describing resources
and their relationships. OWL, on the other hand, is
a powerful ontology language used for expressing
rich and complex knowledge representations,
allowing for advanced reasoning and inference
capabilities. Data mapping techniques, such as
schema matching and data schema evolution,
have been proposed to automatically map data
from different sources to a common schema for
processing and analysis. RDF and OWL provide
semantic modeling capabilities that facilitate data
mapping by allowing the specification of semantic
relationships between data elements from different
sources. Schema matching techniques leverage
RDF and OWL to infer mappings between data
schemas based on their semantic representations,
enabling automatic alignment of data with varying
schemas. Data schema evolution, on the other
hand, refers to the dynamic adaptation of data
schemas over time, and RDF and OWL provide
a flexible framework for expressing and managing
schema changes, ensuring that data mappings
remain valid and accurate even as data sources
evolve. Furthermore, various techniques have
been proposed to ensure data quality and
reliability in real-time data streams. Data cleansing
techniques, such as outlier detection, missing
value imputation, and data validation, have been
developed to ensure the accuracy and integrity of
processed data streams. Data profiling and data
lineage techniques have been used to track and
trace data quality from the source to the processing
stage in real-time. Privacy and security have
also been important concerns in heterogeneous
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streaming data processing. Techniques such as
data anonymization, encryption, and differential
privacy have been employed to protect sensitive
data in real-time data streams. Access control and
authentication mechanisms have been proposed
to ensure data security and prevent unauthorized
access to streaming data. Moreover, explainable
Al techniques have been developed to enable
transparency and interpretability in real-time
analytics. Rule-based methods, such as decision
trees and rule induction, have been used to
generate interpretable rules for explaining model
predictions in real-time. Model interpretability
techniques, such as LIME (Local Interpretable
Model-agnostic Explanations) and SHAP (SHapley
Additive exPlanations), have been proposed to
provide local explanations for model predictions
on individual data instances in real-time. LIME
generates interpretable explanations for complex
models by approximating them with locally-linear
models around each prediction (Fig.1).

At the same time, SHAP uses game theory to
allocate the contribution of each feature towards
a prediction, providing a more globally consistent
explanation. (SHAP vs. LIME vs. Permutation
Feature Importance — Medium, n.d) These
techniques help users understand the factors
that influenced a model's prediction on a specific
data instance, enhancing the transparency and
trustworthiness of the Al system. Visual analytics
approaches, such as interactive dashboards and
visualization techniques, have been utilized to
enable human-understandable representations
of complex streaming data and model outputs.
Scalability has been a critical consideration
in processing heterogeneous streaming data.
Techniques such as parallel processing,
distributed computing, and cloud computing have

been employed to handle large-scale and high-
velocity data streams. Stream partitioning and
load balancing techniques have been proposed to
distribute data streams across multiple processing
nodes for efficient and parallel processing.
Containerization and microservices architectures
have been used to enable flexible and scalable
deployment of streaming data processing systems
in cloud and edge computing environments.

Leading approaches to heterogenous data
processing

Several key research areas and approaches
have emerged in the field of heterogeneous
streaming data processing.

Data Preprocessing Techniques. Data
preprocessing plays a crucial role in handling
heterogeneous streaming data. Various techniques
have been proposed to handle data heterogeneity,
such as data cleansing, data transformation,
and data enrichment. For example, data profiling
and data cleansing approach for cleaning and
validating streaming data streams with varying
data quality. This approach utilized semantic
web technologies to perform data profiling and
data cleansing tasks in real-time, and achieved
improved data quality for further processing. Also
a data transformation approach based on ontology
alignment was proposed for transforming data
streams with different schemas and formats into a
unified schema, enabling seamless integration of
diverse data streams for real-time analytics (Doan
et al., 2020).

Machine Learning Algorithms for Real-time
Analytics. Machine learning algorithms have been
widely used for real-time analytics on streaming
data. Various approaches have been proposed
to handle heterogeneous streaming data using
machine learning algorithms, such as transfer
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Figure 1. Explanation of a prediction conduction using LIME
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learning, deep learning, and ensemble methods.
For example, a transfer learning approach for
streaming data processing, where the leveraged
knowledge from related tasks or domains to
improve the accuracy and robustness of models in
real-time. It uses transfer learning techniques, such
as domain adaptation and domain generalization,
to adapt models to different data distributions
and achieve improved performance on streaming
data streams. Another proposed deep learning
approach is based on recurrent neural networks
(RNNs) and convolutional neural networks (CNNs)
for processing sequential and time-series data
streams in real-time (Zhu et al., 2022). It achieved
state-of-the-art performance in applications such
as speech recognition and natural language
processing, where the data streams were
heterogeneous in nature with varying data types
and velocities.

Data Integration and Transformation
Techniques. Data integration and transformation
techniques are critical for handling data
heterogeneity in streaming data processing.
Several approaches have been proposed to enable
meaningful integration of diverse data streams
with different schemas, formats, and velocities.
For example, an ontology-based approach for
semantic data integration, which uses RDF and
OWL to model and represent heterogeneous
data streams and perform semantic matching
and reasoning tasks for data integration achieved
improved data integration accuracy and semantics-
aware processing of streaming data streams.
Another proposed data mapping approach is
aimed at automatically mapping data from different
sources to a common schema for processing
and analysis. It uses schema matching and data
schema evolution techniques to handle schema
heterogeneity in real-time data streams and
achieved efficient and accurate data integration for
further processing.

Privacy and Security Techniques. Privacy
and security are critical concerns in processing
heterogeneous streaming data, especially when
dealing with sensitive data or data from different
sources with varying security requirements. Various
techniques have been proposed to ensure privacy
and security in the processing of streaming data.
For example, a privacy-preserving data publishing
approach for protecting sensitive information in
streaming data streams, which utilizes techniques
such as data anonymization, data perturbation,
and data aggregation to protect privacy while
allowing meaningful processing of streaming
data. In addition, a secure data-sharing approach
was proposed for the collaborative processing
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of streaming data from different sources, which
uses secure multi-party computation techniques
to enable secure and private data sharing while
preserving the confidentiality and integrity of data
(Maximizing Collaboration Through Secure Data
Sharing - Accenture, n.d).

Scalability and Distributed Processing
Technique. Scalability is a key requirement in
processing heterogeneous streaming data, as
data streams can be massive and continuously
evolving. Various approaches have been proposed
to enable scalable and distributed processing
of streaming data. For example, Apache Storm,
a distributed stream processing framework for
processing large-scale and high-velocity data
streams. Apache Storm provides fault-tolerance,
reliability, and scalability for processing streaming
data in real-time across multiple nodes and
clusters. The architecture of Apache Storm is built
upon the concept of spouts and bolts, which are
the fundamental building blocks of the system.
Spouts act as the sources of information and
are responsible for fetching data from external
sources and transferring it to one or more bolts
for processing. Bolts, on the other hand, are
responsible for processing the data received
from spouts and performing various operations
on it. The data flow between spouts and bolts is
organized in a directed acyclic graph (DAG), where
spouts and bolts are interconnected based on the
data flow requirements defined by developers.
In other words, developers have the flexibility to
define how the spouts and bolts are connected,
allowing them to design custom data processing
topologies that suit their specific use cases and
requirements. Apache Flink is distributed stream
processing framework that supports batch and
stream processing, event time processing, and
state management for processing streaming data
with high throughput and low latency. In Flink, data
is treated as a continuous stream of records that
flow through the system from sources to sinks,
undergoing various transformations along the way.
At the heart of Apache Flink's processing model
are streams, which represent the continuous flow
of data records that are generated from various
sources, such as Kafka, Kinesis, or custom
sources. These streams are processed in real-
time, allowing for near-instantaneous processing
of data as it arrives into the system. Streams
in Flink are designed to handle large volumes
of data with high throughput and low latency,
making it well-suited for processing big data in
real-time scenarios. Flink supports a wide range
of transformations that can be applied to the data
as it flows through the system. Transformations
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Figure 2. The Flink application scenario for working with real-time data

are operations that can be applied to streams to
modify, enrich, or aggregate the data. Examples of
transformations in Flink include filtering, mapping,
aggregating, and joining data streams, among
others. These transformations allow developers
to define complex data processing logic using
a declarative APl or a functional programming
approach, making it easy to express complex data
processing pipelines in a concise and expressive
manner (Fig. 2).

Conclusions and future work. In conclusion,
the processing of heterogeneous streaming data
is an important and challenging research area
that has gained significant attention in recent
years. This literature review provided an overview
of the current state and development prospects
of this field. It highlighted the challenges, latest
research trends, and advancements in processing
streaming data that is diverse in nature, such as
data streams with different data types, formats,
schemas, and velocities. The review presented the
key techniques, approaches, and methodologies
proposed and utilized for addressing the challenges
of processing heterogeneous streaming data. The
prospects for further research in this field are
promising. As the volume, velocity, and diversity of
streaming data continue to grow, there are several
areas that warrant further exploration. Some
potential future research directions include:

1. Developing advanced data preprocessing
techniques for handling complex and diverse data

streams, such as data streams with varying data
quality, missing values, and data inconsistencies.

2. Exploringnovelmachinelearningalgorithmsand
techniques for real-time analytics on heterogeneous
streaming data, including transfer learning, meta-
learning, and online learning approaches.

3. Investigating advanced data integration and
transformation techniques for enabling seamless
integration of diverse data streams with different
schemas, formats, and velocities, including
ontology-based approaches, data mapping, and
schema evolution techniques.

4. Advancing privacy and security techniques
for protecting sensitive information in streaming
data streams, including privacy-preserving data
publishing, secure multi-party computation, and
data encryption techniques.

5. Enhancing scalability and distributed
processing techniques for processing massive and
high-velocity streaming data, including distributed
stream processing frameworks, event time
processing, and state management approaches.

In summary, the field of heterogeneous
streaming data processing has made significant
progress in recent years, with advancements in
data preprocessing, machine learning algorithms,
data integration and transformation, privacy and
security, and scalability and distributed processing.
There are still challenges to be addressed, and
there are ample opportunities for further research
and development in this area.
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