Information Technology: Computer Science, Software Engineering and Cyber Security, Bun. 2, 2023

UDC 004.89:004.056
DOI https://doi.org/10.32782/1T/2023-2-10

Iryna STOPOCHKINA

Candidate of Technical Sciences, Associate Professor at the Department of Information Security, National
Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Beresteyskyi ave., 37, Kyiv, Ukraine,
03056, irst-ipt@lll.kpi.ua

ORCID: 0000-0002-0346-0390

Mykola ILYIN

Candidate of Technical Sciences, Head of the Laboratory of Technical Information Security, National Technical
University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Beresteyskyi ave., 37, Kyiv, Ukraine, 03056,
m.ilin@kpi.ua

ORCID: 0000-0002-1065-6500

Oleksandra PONOMARENKO

Bachelor’s degree in cyber security, National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic
Institute”, Beresteyskyi ave., 37, Kyiv, Ukraine, 03056, jachiko717@gmail.com

ORCID: 0009-0007-0216-0752

To cite this article: Styopochkina, I., Ilyin, M., Ponomarenko, O. (2023). Sotsialna inzheneriia
v suchasnykh mesendzherakh: zastosunky dlia aktyvnoi bezpeky [Social engineering in modern
messengers: applications for offensive security]. Information Technology: Computer Science, Software
Engineering and Cyber Security, 2, 84—89, doi: https://doi.org/10.32782/1T/2023-2-10

SOCIAL ENGINEERING IN MODERN MESSENGERS:
APPLICATIONS FOR OFFENSIVE SECURITY

The work considers the problems of social engineering in modern messengers, and provides classification
indicators for modern attacks. Attention is focused on the Telegram messenger, whose channel owners and visitors
to these channels may suffer from the intervention of fraudsters who cannot always be identified in time. Fraudsters
or malicious bots are exposed and removed as a result of certain user complaints, very often when the purpose
of the malicious intervention has already been realized. This indicates the need to develop new proactive solutions.

The purpose of this work is to enrich offensive security mechanisms for social messengers by using bots
and artificial intelligence using specially created prompts.

The novelty of the work. It is proposed to place a kind of honeypot analogues in the space of communication.
The role of the decoy victim is given to a specially configured bot disguised as a user, capable of carrying out
a conversation according to a given scenario. The bot’s algorithm has been developed.

Methodology. Social engineering is seen as a proactive security tool aimed at identifying vulnerabilities that
attackers can exploit, as well as a reverse defense by obtaining information from fraudsters that compromises them.

Main results. The work successfully combined developed offensive security scenarios for real Ukrainian
chats at the time of the research, with the capabilities of ChatGPT, which made it possible to implement a bot,
with the ability to communicate according to the scenario specified by the security specialist. Testing of the bot
and the corresponding application in the Telegram channel was carried out, with the consent of real users, which
proved the workability of the solution.

Conclusions. The modern level of artificial intelligence tools allows one to obtain valuable information about
attackers in the information space, conduct automated security testing, and implement other offensive security
scenarios. Channel administrators can use the solution as a channel subscribers filtering tool.

Key words: social engineering, messengers, Telegram, bot, ChatGPT.
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COUIAJNIbHA IHXEHEPIA B CYMACHUX MECEHOXXEPAX:
3ACTOCYHKMU AN AKTUBHOI BE3NEKU

Y pobomi po3ansiHymo rpobrnemu couianibHOI iHXEHEPIT y cydacHUux MeceHAXepax, 3arnpornoHo8aHo 03HaKU Orisi
Kracugbikauii nonynapHUX amak. Yeazy akueHmoeaHo Ha MmeceHOxepi Telegram, enacHUKU KaHarsie K020 ma io-
gidysayi Yux KaHarslie MoXymb rnomeprnamu 8i0 mpyvaHHs1 waxpais, SKux He 3aexdou e0aembcs 84acHo ideHmuai-
Kysamu. Bukpumms ma susyyeHHs waxpaie abo 3nosmucHux 6omie gidbysaemscsi 8 pe3yribmami nosieu nesHuUx
CKape Kopucmysauig, Oyxe 4acmo, Koru Mema 3f108MUCHO20 8MpyYaHHs yxKe pearnisoeaHa. Lle eka3ye Ha Heobxio-
Hicmb pO3POOKU HOBUX MPOAKMUBHUX PilleHb.

Memoto daHoi po6omu € 36a2aueHHs MexaHiamie akmueHoi 6e3neku Orsi coujanbHUX MECEeHOXepie LISIXOM
suKopucmarHs bomie ma wmy4Ho20 iHmesiekmy i3 8UKOPUCMAaHHSIM crieyiaribHO CMeopeHUX CyeHapiis.

Hoeus3Ha po6omu. B pobomi 3arpornoHo8aHo po3mauiosysamu ceoepioHi aHanoau honeypot e npocmopi cnin-
KysaHHs1. Porb xepmeu-rnpumaHKku 8i0800umbCsi crieyianbHO HanauwimogaHoMy, 3aMackogaHoOMY i@ Kopucmyeaya
b6omy, 30amHomy eukoHyeamu 6ecidy 32i0HO 3a0aHo20 cueHapito. Po3pobrieHo anzopumm pobomu 6oma ma eio-
M0BIOHUU 3aCmOCYyHOK.

Memodonozisa. CouianbHa iHXeHepisi po3ansidaembCs K IHCMPyMeHm akmueHoi 6e3neku, cripsiMoeaHull Ha
8uUsIBMIEHHS 8pa3fueocmel, SKUMU MOXYMb CKOpUCMAamUCs 3[I08MUCHUKU, @ MakoX SIK 3axucm 4epe3 360pOMHe
38EPHEHHS, WsixoM o0epxaHHs iHghopmauii 8i0 waxpais, sika ix Komapomemye.

OcHoeHi pe3ynbmamu. B pobomi ycniwHo noedHaHO po3pobrieHi cyeHapii akmueHoi 6e3neku Ons peanbHUX
yKpaiHCbKUX Yamie Ha MOMeHm rposedeHHs1 OoCiOxeHHs, i3 Moxnusocmamu ChatGPT, wo do3eonuro peanisy-
eamu 6om, 3i 30amHocmaMU Mposadumu CrifiKyeaHHs 32i0HO 3adaHo20 ¢haxieuem besrneku cueHapito. BukoHaHO
mecmyesaHHs1 6omy ma 8idroeidH020 3acmOCyHKY y KaHasi Telegram, 3i 3200u peanbHUX KOpucmysadig, U0 3aceio-
yusio npaye3damHicme PilUEHHS.

BucHoeku. CyyvacHuli pieeHb 3acobig wmy4yHo20 iHmenekmy A0360s15i€ 00epxysamu UiHHY iHGhopmauio npo
3/108MUCHUKI8 8 iHghopMmayitiHOMy rpocmopi, npoeadumu aemomamu3oeaHe mecmyeaHHs 6e3neku ma peanizosy-
eamu iHWi cyeHapii akmueHoi besneku. AGMiHicmpamopu KaHarsie MOXymb 8UKopUCMo8y8amu PilueHHs 8 SKocmi
3acoby ¢hinbmpauii KOHmuUH2eHmy KaHary.

Knro4oei cnoea: couianbHa iHxeHepisi, MeceHOXepu, Telegram, 6om, ChatGPT.

Problem relevance. Recently, the popularity  chats, using social engineering approaches. A very
of messengers has grown so much, and their common phenomenon is phishing with the aim of
functionality has become sodiverse thatinformation ~ extorting money from victims. Another negative
spaces created by messengers are considered manifestation is the appearance of bots that can
by some researchers to be variants of social carry harmful functions —the distribution of harmful,
networks. Along with the functionality, the harmful =~ obscene information, intrusive advertising. And,
effects inherent in social networks also spread. if the fight against primitive bots can be carried
Criminals organize a hunt for users of channels, out in developed ways — Miss Rose Bot, Shieldy,
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DeleteNudesBot, theniitis not so easy to identify the
phishing manifestations of fraudsters, since they
write to channel subscribers in private messages.
That is why special attention should be paid to the
education of users in the field of cyber hygiene
and knowledge of typical scenarios of attacks
using social engineering methods. However, an
urgent issue is the prevention against the activities
of fraudsters who have become subscribers to
a public chat or channel. It is in this case that it
can be useful to develop a solution that attracts
violators and detects them. The question of the
relevance of such decisions becomes especially
obvious in the period of a full-scale invasion, when
people are influenced by various emotions, such
as hatred, anger, despair, hope, sadness, etc., and
tend to trust and be manipulated by fraudsters.

In this work, it is proposed to implement a
decoy bot (honey pot analogue), which disguises
itself as an ordinary user of the channel, however,
with certain comments in the space of the channel
or group, it leads attackers to think that it may
be interesting for them. For different types of
fraudsters, such comments can be of different
nature. When someone approaches the decoy
bot’s private messages, for example, with an offer
to donate money, the bot begins an interview,
seeking out details that could compromise the
potential scammer. Dialogues can be reviewed by
the channel administrator, and a decision is made —
what actions should be taken against such a user
(removal from the chat/blocking/complaint to the
cyber police or other public security authorities).
The implementation of such a tool requires the
development of an appropriate algorithm that will
make it possible to set up a full-fledged automated
dialogue.

Analysis of recent research and publications.
Social messenger scams range from traditional
phishing schemes to sophisticated bot attacks
masquerading as legitimate customer service
agents. Some types of attacks are explored by
Jory MacKay (J. MacKay, 2023). Among these are
phishing scams using bots, where attackers use
bots to impersonate authoritative representatives
and try to obtain personal information.

Bots can have realistic conversations using
natural language processing and artificial
intelligence. This makes their identification as
fraudsters quite difficult (Telegram, 2023). The
number of phishing emails using Telegram bots
increased by 800 % between 2021 and 2022
compared to the previous year (Cofense, 2023).

Related research by the Forcepoint security
team found that the Telegram Bot API lacked
message protection (A. Toro, 2019). In particular,
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all previous bot messages can be replayed
by an attacker who intercepts and decrypts
HTTPS traffic. There are also a large number
of vulnerabilities that completely depend on the
degree of cyber hygiene of users (F. Rendina,
2019). This makes the presence of criminals in
the information space particularly dangerous.
Ageneral classification of social engineering attacks
was provided in (D. Edwards, 2019), however, it
can be refined to take into account recent trends in
messengers. The idea of using machine learning
tools against an adversary is outlined in (Huang,
Ling, 2011), (S. Zeadally et al., 2020). The works
(E. Adi et al., 2022), (J. Hobbs, 2018) outline the
place of Offensive Security, including the use of
artificial intelligence, as an effective approach to
combating cybercriminals. The advantages of this
approach are used in this work.

The aim of the article. The purpose of this
study is to enrich offensive security mechanisms
for social messengers by using bots and artificial
intelligence as a countermeasure to the techniques
used by fraudsters.

Main material presenting. Expanding the
classification of David Edwards, we will get a new
classification related to attacks on Telegram.

We will list the main elements — classifiers and
their values in the table (Table 1).

Table 1
Indicators of attack class
Indicator Mark Description
1 2 3
A1 |Single person

A2
A3
B1
B2
B3
C1

Cc2
C3
C4
D1
D1.1

D1.2
D1.3
D2

D2.1

Attack operator Organization/group
Bot

Specific person
Random person
Group

Account hacking

Obtaining financial benefit by
deception

Confidential information theft

Hijacking the messenger
channel

Technical

Malicious payloads in
attachments

Link spoofing
Ransomware

Social

Using machine learning to
copy messaging style
Use of chat bots, artificial
intelligence systems

Masking a profile as another
profile.

Psychological

Attack subject

Attack target

Attack methods

D2.2

D2.3
D3
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Table 1 (ending)

1 2 |3

D3.1 | The influence of authority

D3.2 | Urgency requirements

D3.3 | Intimidation

D3.4 Creating false-trust
relationships (pretexting)

Congratulations on winning

the competition, offering

favorable conditions (money,

trips, gifts, etc.).

Request for money transfer

(under the guise of charity)

Attack methods D3.5

D3.6

E1 |Light
E2 |Advanced
E3 Hybrid (some stages are light,
some are complex)
F1 |Account deletion
Cleaning up F2 Clearing all chats, changing
traces profile and username
F3 |Encryption

From the whole set of attacks, we are interested
in the following: {{A1,A3},{B1,B2},{C2,C3}, {D2.3,
D3.2, D3.3, D3.5}, {E3}, { F1,F2}}.

We implement an offensive security scenario
in Telegram. The bot’s attention mechanism must
be set to the occurrence of situations {D2.3, D3.2,
D3.3, D3.5, D3.6}.

The decoy bot enters the active phase if its
personal messages are accessed by a person
1) whose authenticity cannot be confirmed by
reliable means (for example, a qualified electronic
signature), 2) the person emphasizes his own
authority; 3) the person persistently emphasizes

the urgency of making a certain decision; 4) uses
intimidation techniques; 5) congratulates the
winner and offers to receive the gifts, 6) asks for
financial contribution.

In the active phase, the bot starts a dialogue
with the user who addressed it. He organizes
a dialogue, trying to discover the true identity of
the user and the motives of his appeal, as well
as additional information that the user (potential
fraudster) will inform him.

The dialogue remains in the chat history, however,
to prevent the F2 case, it can be duplicated by the bot
in the log. A channel administrator can review such
logs, making a decision whether to remove a given
user from the communication space or to transfer
information about the user to the appropriate law
enforcement or security agencies. Also, such logs can
be useful in cases of fraud and criminal conspiracy
investigations, since in the dialogue the fraudster can
reveal the true details of his personality — additional
accounts, card numbers, etc.

The bot itself should be disguised as a real
user (D2.3) and its speech style should be
programmed as an average Telegram user who
writes comments under posts. The dialogue mecha-
nism is implemented in the way shown in Fig. 1.

In fig. 1 — state 1 of the Honey pot bot —
corresponds to the selection of the necessary
prompt from the set of prompts (scenarios)
associated with the corresponding attacks, for
further transmission to ChatGPT. The choice
of prompt is determined by keywords from the
message, or in the case of targeted research,
by a given type of attacker being monitored. Or,

if there are no specific instructions,

Potential social Honey pot Bot

a standard prompt can be offered,

ChatGPT such as: “Please support the

following dialogue and find out from
the interlocutor the hidden reasons

T
|
|
|
|
|
-

for his/her appeal to me, which he/
she does not want to talk about
directly”, or “Find out N details of
life the interlocutor in order to form
> an idea about him/her’. State 2

puts the bot into log dialog capture
mode. State 3 means end of
communication. The bot decides to

engineer
| Private message : -
M (1 Initial prompt -
Agree
2 JE e
Dialog begin Send the sentence
Return Answer the next sentence
== e
- Send the sentence
Return Finish sentence
O iRt G
Dialog end -

Fig. 1. Dialogue scheme

end the conversation when it lasts
longer than the specified time t,.,,
or when the interlocutor has finished
the dialogue.

Reading and sending messages
by the bot is implemented with the
help of the Python library tdlib, and the
generation of the behavior of the bot
and the actual messages — with the
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help of the artificial intelligence system — the Python
library openAl (D2.2). Algorithm of operation of honey
pot bot:

1. Authorize the bot using the necessary
parameters — APl ID and API hash. Specify the
information structure from which the bot can draw
information about the comment C,e C, C, & T,
where T; is the type of attacker to be detected, the
scenarios S; € S (which are prompts with a problem
statement for ChatGPT), S, < C..

2. Provide a bot with the tag and name, and an
avatar image to disguise it as a real Telegram user.

3. With the consent of the administrator, add the
bot to a public channel or group where fraudsters
or other dangerous persons often appear; input
type T;into the bot interface.

4. The bot generates a comment C,, which should
attract channel malicious members of the type T.

5. The bot is waiting for an appeal from one of
the users.

6. For those who have turned to private
messages, the bot implements a dialogue using

MO, 2P0 T

GyRyms mmoprcroy

PO TR M XDONPLE., & POAY DEOCT
JONDMATI0, D8 NDVLINAL LT YD

the tdlib library and ChatGPT, according to a
certain scenario S, which is appropriate to the
comment C; .

7. Record the results of the dialog in the log;

8. After completing the dialogue, delete the
chat history and change the username under
which the honey pot is disguised.

An example of the implementation of the scenario,
with the offer of cooperation with suspicious
employers, is shown in Fig. 2. In the comments of
the channel, information was previously published
that was supposed to interest potential collaborators
with the enemies. The bot has got in its personal
space the message from person wanting to know
the details. The bot’s answers are on the left. On the
right are the comments of a person (in the examlpe
it's testing the functionality of the bot). In a real
case, it can be any user or a potential attacker. In
Fig. 3 the bot is trying to get additional information
about the fundraising proposal. Additionally, an offer
to the fundraiser to authenticate themselves can be
added here.

Wyzouo @ %o
PANDARVTAT Lyy

Fig. 3. Revealing of related information by the bot (in Ukrainian)
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Conclusions. The implemented solution can  experiments show that at the current stage the
be used as an option for collecting information  algorithm can be completely realized. The final
about fraudsters of a certain type, and as an option  decision on sanctions against a suspected channel
for filtering the channel contingent from fraudsters  member should be made by the administrator,
or other dangerous persons. The conducted based on the information collected by the bot.
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