LOGISTICS TRANSPORTATION COST FUNCTION OPTIMIZATION

Purpose of the study. Optimizing transportation costs is a fundamental challenge in logistics management that requires advanced techniques to handle the complexities of geographical distances, transportation modes, and operational constraints. This article investigates the use of RMSProp, RMSProp with gradient clipping, and Proximal Gradient Descent methods in the optimization of transportation cost functions within logistics networks. By incorporating quality functions associated with both origin and delivery points, the study seeks to achieve a balance between cost reduction and the enhancement of service quality.

Methodology. We present a comparative analysis of the performance of these methods, focusing on their efficiency in terms of convergence rates and the quality of the solutions obtained. The research demonstrates that RMSProp and its variant with gradient clipping are particularly effective in navigating the solution space, offering fast convergence and high-quality solutions. Proximal Gradient Descent, on the other hand, shows promise in handling the discrete nature of logistics problems.

Scientific novelty. This study underscores the critical role of transportation cost optimization amidst the growing demands of global trade and logistics. As global trade expands, the need to minimize transportation expenses while maintaining service quality becomes increasingly vital. Advanced optimization techniques like RMSProp and Proximal Gradient Descent can lead to significant cost savings and improved operational efficiency, benefiting businesses involved in international trade.

Conclusions. In conclusion, this study highlights the effectiveness of RMSProp and Proximal Gradient Descent in optimizing transportation costs. It emphasizes the necessity of continuous innovation in logistics management to meet the evolving demands of global trade. Future research directions include the exploration of hybrid optimization techniques that combine the strengths of gradient-based methods, further enhancing the robustness and applicability of transportation cost optimization models in diverse logistical environments.
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Introduction. Optimizing transportation costs is a critical challenge in logistics management, essential for maintaining competitiveness and profitability in the global market. As businesses extend their operations across borders, they face complex factors such as geographical distances, diverse transportation modes, and various operational constraints. Traditional methods often fall short in addressing these complexities, highlighting the need for advanced optimization techniques.

Recent advancements in machine learning and optimization have introduced powerful algorithms capable of tackling these challenges effectively. This article explores the application of modern optimization algorithms—specifically RMSProp, RMSProp with gradient clipping, and Proximal Gradient Descent—in the context of transportation cost optimization within logistics networks. These methods, grounded in optimization theory and machine learning, offer efficient solutions by navigating the solution space to find cost-effective and high-quality transportation plans.

A key aspect of our study involves integrating quality functions related to both origin and delivery points, ensuring that cost reduction does not come at the expense of service quality. This balance is crucial for achieving optimal performance in logistics operations, as demonstrated by existing research on the topic (Crainic, Perboli, Rosano, 2018, p 410-418).

The research presented in this article includes a comparative analysis of RMSProp, its variant with gradient clipping, and Proximal Gradient Descent. We focus on their efficiency in terms of convergence rates and the quality of solutions obtained, providing valuable insights into their applicability in real-world logistics scenarios. Previous studies have shown the potential of gradient-based methods in various optimization problems (Duchi, Hazan, Singer, 2011, p 2121-2159; Kingma, Ba, 2014) which we aim to build upon in the context of logistics.

Moreover, this study underscores the importance of transportation cost optimization amidst the growing demands of global trade and logistics. With international trade volumes increasing, the need to minimize transportation expenses while maintaining service quality becomes more critical. Advanced optimization techniques like RMSProp and Proximal Gradient Descent can lead to significant cost savings and improved operational efficiency, benefiting businesses involved in global trade (Cordeau, Toth, Vigo, 2002, p 380-404; Laporte, 2007, p 811-819).

In conclusion, the findings of this research emphasize the necessity of continuous innovation in logistics management to meet the evolving demands of global commerce. By exploring and implementing advanced optimization techniques, logistics managers can ensure their operations remain both cost-effective and competitive in an increasingly complex and dynamic environment. This article contributes to the existing body of knowledge by demonstrating the practical benefits of modern optimization methods in transportation cost management, encouraging further research and application in this field.

Related works. The optimization of transportation costs is a well-explored area in logistics and operations research, encompassing a variety of methodologies and approaches. Traditional methods often involve linear programming, mixed-integer programming, and heuristic algorithms to minimize transportation costs while meeting service requirements. In recent years, advanced optimization techniques, particularly those leveraging gradient-based methods, have gained traction due to their ability to handle complex and high-dimensional problem spaces efficiently.

Gradient descent and its variants have been widely used for optimization problems in various domains. (Kingma, Ba, 2014) introduced Adam, an optimization method that computes
adaptive learning rates for each parameter, showing superior performance in training deep neural networks. Similarly, (Duchi, Hazan, Singer, 2011, p. 2121-2159) proposed Adagrad, an algorithm that adapts the learning rate based on the gradients, which has been effective in sparse data settings. Our approach leverages RMSProp and its variant with gradient clipping to handle the complexities of transportation cost optimization, providing a robust solution for point-to-point delivery scenarios.

Crainic (Crainic, Perboli, Rosano, 2018, p. 408-410) provided a comprehensive overview of intermodal freight transportation, highlighting the challenges and solutions in optimizing transportation networks. Their work emphasizes the importance of cost minimization while maintaining service quality. Toth and Vigo (Toth, Vigo 2014, p 463) explored vehicle routing problems, presenting various optimization models and algorithms tailored for transportation cost reduction. Our approach builds on these foundational works by introducing a differentiable quality function that enables the application of gradient-based optimization methods, thereby enhancing the efficiency and effectiveness of transportation cost management.

The primary advantage of our approach lies in the differentiability of the quality function, which allows for the application of gradient descent methods. This not only ensures faster convergence rates but also provides high-quality solutions. By incorporating both the quality functions of the origin and destination, along with the truck expenses and distance function, our model offers a comprehensive framework for transportation cost optimization.

Moreover, the use of RMSProp with gradient clipping helps to mitigate issues related to exploding gradients, ensuring stable and reliable optimization processes. Proximal Gradient Descent further enhances the model’s capability to handle discrete and combinatorial aspects of logistics problems, providing a versatile and effective solution for real-world applications.

Our study contributes to the ongoing research in transportation cost optimization by introducing a novel approach that combines the strengths of gradient-based methods with a well-defined quality function. This approach not only addresses the complexities of point-to-point deliveries but also sets the stage for further advancements in the field, encouraging the exploration of hybrid optimization techniques that integrate gradient-based methods with heuristics and metaheuristics.

**Methods of optimization.** To address the complexities involved in optimizing transportation costs for point-to-point deliveries, we employ a set of advanced optimization algorithms. These algorithms are chosen for their robustness, efficiency, and ability to handle high-dimensional, non-linear optimization problems. In this section, we will describe the key algorithms used in our study: RMSProp, RMSProp with gradient clipping, and Proximal Gradient Descent. Each of these algorithms offers unique advantages and has been tailored to fit the specific requirements of our transportation cost function optimization model.

We suppose that our transportation cost function is convex, differentiable, and given by:

$$C(x_1, y_1, x_2, y_2, t) = \frac{Q(x_1, y_1)}{Q(x_1, y_2)} \cdot t \cdot D(x_1, y_1, x_2, y_2)$$  

(1)

where $x_1, y_1, x_2, y_2$ are the coordinates of the origin and delivery, $t$ - truck cost coefficient, including expenses related to the driver and truck operation, $Q(x, y)$ - quality function of the location, $D(x_1, y_1, x_2, y_2)$ - distance function, in our research it is the function composition of Euclidian distances between two points. Therefore, we can use some gradient methods to minimize cost function.

We begin with an overview of the RMSProp algorithm, a popular choice in the field of machine learning for its adaptive learning rate capabilities. Next, we explore the variant of RMSProp with gradient clipping, which helps in managing the issues related to exploding gradients, ensuring more stable training processes. Finally, we delve into the Proximal Gradient Descent method, which is particularly effective for optimization problems involving constraints and regularization terms, making it well-suited for our discrete logistics scenarios.

By leveraging these algorithms, we aim to achieve a balance between minimizing transportation costs and maintaining high service quality, thereby enhancing the overall efficiency of logistics operations.

**RMSProp**, an adaptive learning rate optimization algorithm introduced by (Boyd, Parikh, 2013, p 130), offers significant advantages for optimizing complex transportation cost functions in logistics. This algorithm addresses the limitations of traditional gradient descent methods, particularly in non-convex and high-dimensional optimization problems.

In our context, RMSProp is particularly useful due to its ability to dynamically adjust the learning rate for each parameter, ensuring efficient convergence and stability. This is crucial when dealing with the coordinates of origin and delivery points. By maintaining a moving average of the squared gradients, RMSProp normalizes these gradients,
preventing the learning rate from becoming excessively small or large. This capability is essential for effectively navigating the complex and potentially unstable cost landscape in logistics optimization.

Given the non-linear nature of our objective function, which involves multiple variables such as geographic coordinates and cost coefficients, RMSProp’s adaptive learning rate helps in achieving faster convergence and more stable solutions. This makes it a valuable tool for enhancing the efficiency and accuracy of our transportation cost function optimization efforts. Formally, given a parameter vector \( \theta \), in our case it is the vector of coordinates of an origin and a delivery, and the constant of the expenses connected to the truck and an objective function \( f(\theta) \) to be minimized, RMSProp updates the parameters as follows:

1. Compute gradient \( \nabla f(\theta) \) with respect to \( \theta \) at iteration \( t \).
2. Update the exponentially decaying average of squared gradients:
   \[
   \bar{E}[\nabla f(\theta)^2] = \rho \bar{E}[\nabla f(\theta_{t-1})^2] + (1-\rho)(\nabla f(\theta_t))^2
   \]  
   where \( \rho \) is a decay rate set to 0.999 after tuning.
3. Update the parameter vector \( \theta \):
   \[
   \theta_{t+1} = \theta_t - \frac{\eta}{\sqrt{\bar{E}[\nabla f(\theta_t)^2]} + \epsilon} \cdot \nabla f(\theta_t)
   \]  
   Where \( \eta \) – is the global learning rate 1e-6 and \( \epsilon \) is the small constant to avoid division by zero.

**RMSProp with Gradient Clipping**, an enhancement of the RMSProp optimization algorithm, effectively addresses the challenges posed by exploding gradients during the optimization process. This technique is particularly advantageous for complex problems like transportation cost optimization, where the objective function can exhibit steep gradients and significant variability.

In the context of our problem, RMSProp with Gradient Clipping improves the stability and convergence of the optimization process. Gradient clipping, a technique used to limit the size of the gradients, prevents them from becoming excessively large and causing instability. By incorporating gradient clipping into RMSProp, we ensure more stable and reliable updates during the optimization process. This results in more efficient and accurate convergence, making it a valuable approach for optimizing transportation cost functions in logistics. The algorithm is defined by the following steps:

1. Compute gradient \( \nabla f(\theta) \) with respect to \( \theta \) at iteration \( t \).
2. Clip the gradient to a maximum norm \( \delta \):
   \[
   \nabla f(\theta) = \frac{\nabla f(\theta)}{\max \left(1, \frac{\|\nabla f(\theta)\|}{\delta}\right)}
   \]  
   where \( \nabla f(\theta) \) – is the L2 norm of the gradient and \( \delta \) is the clipping threshold.
3. Update the exponentially decaying average of squared gradients:
   \[
   \bar{E}[\nabla f(\theta)^2] = \rho \bar{E}[\nabla f(\theta_{t-1})^2] + (1-\rho)(\nabla f(\theta_t))^2
   \]  
   where \( \rho \) is a decay rate set to 0.999 after tuning.
4. Update the parameter vector \( \theta \):
   \[
   \theta_{t+1} = \theta_t - \frac{\eta}{\sqrt{\bar{E}[\nabla f(\theta_t)^2]} + \epsilon} \cdot \nabla f(\theta_t)
   \]  

**Proximal gradient descent** is an optimization algorithm designed to handle problems involving non-smooth regularization terms, making it particularly useful for structured optimization problems commonly encountered in machine learning and signal processing introduced in work (Hinton, Srivastava, Swersky, 2012). This algorithm extends the standard gradient descent method by incorporating a proximal operator, effectively managing the non-differentiable components of the objective function.

In our transportation cost optimization problem, we incorporate L2 regularization to separate the function into potentially non-differentiable and differentiable parts. The objective function in our optimization problem can be expressed as:

\[
F(x) = f(x) + g(x)
\]  
where \( f(x) \) is a smooth, differentiable function representing the primary cost function, and \( g(x) \) is a non-differentiable function representing the regularization term.

In the context of L2 regularization, the objective function becomes:

\[
F(x) = f(x) + \frac{\lambda}{2} \| x \|^2
\]  
where \( \frac{\lambda}{2} \| x \|^2 \) is the L2 regularization term, \( \lambda \) is the regularization parameter, and \( \| x \|^2 \) denotes the squared Euclidean norm of the parameter vector \( x \).

The Proximal Gradient Descent algorithm alternates between a gradient descent step on the smooth part \( f(x) \) and a proximal operator step on the non-differentiable part \( g(x) \):

1. Start with an initial guess \( x_0 \).
2. Update the parameters by performing a gradient descent step on the smooth part:
where \( \eta \) is the learning rate, and \( \nabla f(x_k) \) is the gradient of \( f \) at \( x_k \).

3. Apply the proximal operator associated with the L2 regularization term:

\[
x_k+1 = \text{prox}_{\eta\lambda} (y_{k+1})
\]

The proximal operator for L2 regularization is defined as:

\[
\text{prox}_{\eta\lambda} (v) = -\frac{v}{1 + \eta\lambda}
\]

This step ensures that the parameters are regularized, promoting smaller values and preventing overfitting.

4. Repeat the gradient descent and proximal operator steps until convergence or for a predetermined number of iterations.

**Experimental results.** In this section, we evaluate the performance of the proposed algorithms by comparing them. All code is written in Python using the NumPy, Matplotlib, and SymPy libraries. The experiments are conducted on a MacOS laptop with an M1 Pro CPU and 16 GB RAM.

The quality of a logistics area depends on several factors, including the number of nearby facilities such as warehouses, hubs, airports, and docks, as well as the presence of production lines, commercial stores, and medical facilities. Generally, urban areas have the highest quality, while rural areas have the lowest. Our quality function is defined as follows:

\[
Q(x, y) = 3(1 - x^2) \cdot e^{-x^2 - y^2} - 10 \left( \frac{x}{5} - x^5 - y^5 \right) \cdot e^{-x^2 - y^2} - \frac{1}{3} e^{-x^2 - y^2} + 5 \left( \frac{x}{5} - x^5 - y^5 \right) \cdot e^{-x^2 - y^2} - \frac{1}{3} e^{-x^2 - y^2} + 10
\]

The surface plot of the quality function is on the figure 1, perfectly represents the nature of the logistics areas.

In our experiment distance function shortly can be expressed as:

\[
D(x_1, y_1, x_2, y_2) = d(x_1, y_1, x_2, y_2) + \frac{k}{d(x_1, y_1, x_2, y_2)}
\]

where \( x_1, y_1 \) - coordinates of an origin, \( x_2, y_2 \) - coordinates of a destination, \( k = 50 \) is coefficient, that is needed to avoid small transportation cost to close objects, as we always have minimum fair for transportation, \( d(x_1, y_1, x_2, y_2) \) - Euclidian distance between two points.

Therefore, our transportation cost function can be expressed as:

\[
C(x_1, y_1, x_2, y_2, t) = \frac{Q(x_2, y_2)}{Q(x_1, y_1)} \cdot t \cdot D(x_1, y_1, x_2, y_2)
\]

where \( t \) is a coefficient of the cost of truck type in our experimental case for the sake of simplicity is 1.2.

The provided graph on figure 2 and data in table 1 illustrate the performance of three optimization methods—RMSProp, RMSProp with Gradient Clipping, and Proximal Gradient Descent—on the transportation cost function.

The convergence speed of these methods varies significantly. RMSProp converged in 1045 iterations, taking approximately 0.7325 ms per iteration. RMSProp with Gradient Clipping achieved the fastest convergence among the methods, requiring only 421 iterations, with a time of 0.6968 ms per iteration. Proximal Gradient Descent converged in 617 iterations, with the lowest time per iteration at 0.6832 ms.

The cost function values indicate distinct behaviors. All methods show a steep decline in the cost function value within the first few hundred iterations, indicating rapid initial convergence. However, RMSProp and RMSProp with Gradient Clipping stabilize at a higher cost function value compared to the Proximal Gradient Descent, which suggests that while they converge quickly, the final optimized value is not as low as that achieved by the Proximal method. Proximal Gradient Descent reaches a lower cost function value, indicating better overall optimization performance in minimizing the cost function.

In terms of stability, RMSProp and RMSProp with Gradient Clipping show some variability in the early stages but stabilize quickly, with gradient clipping helping RMSProp achieve faster stabilization. Proximal Gradient Descent demonstrates the most stable and consistent decrease in the cost function without significant fluctuations.

**Conclusions.** In conclusion, our research highlights the effectiveness of gradient-based optimization methods for addressing transportation cost functions, especially when the functions are differentiable. Among these methods, the Proximal gradient descent method stands out, demonstrating superior performance in terms of convergence speed and solution quality. However, it is important to recognize the challenges posed by local minima and steep gradients, particularly in the cases of RMSProp and RMSProp with gradient clipping. The comparative analysis of RMSProp, RMSProp with Gradient Clipping, and Proximal Gradient Descent reveals distinct strengths and
Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Time per Iteration (ms)</th>
<th>Iterations to Converge</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSProp</td>
<td>0.7325</td>
<td>1045</td>
</tr>
<tr>
<td>RMSProp with Gradient Clipping</td>
<td>0.6968</td>
<td>421</td>
</tr>
<tr>
<td>Proximal Gradient Descent</td>
<td>0.6832</td>
<td>617</td>
</tr>
</tbody>
</table>

Fig. 1. Quality function surface plot

Fig. 2. Transportation cost function graph per iteration
areas of suitability for each method. RMSProp with Gradient Clipping exhibits the fastest convergence in terms of iterations and provides a stable optimization process due to gradient clipping, making it best for scenarios where rapid convergence is essential, and slight deviations in the final cost function value can be tolerated. Proximal Gradient Descent achieves the lowest cost function value, indicating superior optimization performance. It combines stability and efficiency, taking the least time per iteration, making it ideal for optimization problems where achieving the absolute minimum cost function value is crucial, even if it requires slightly more iterations than the fastest converging method. RMSProp provides a balance between convergence speed and optimization quality, though not excelling in either aspect compared to the other two methods and is suitable for general use when both convergence speed and the quality of the optimized result are important, but not critical.

Overall, the choice of optimization method should be guided by the specific requirements of the problem at hand. For rapid convergence, RMSProp with Gradient Clipping is optimal, whereas for achieving the best minimized cost function value, Proximal Gradient Descent is preferred.

Future research could benefit from expanding the quality function and truck function to reflect more realistic scenarios, incorporating real geographic locations and fuel costs.

The significance and potential of optimizing transportation cost functions remain clear, particularly with recent advancements in algorithmic techniques. As the field progresses, integrating innovative methodologies and refining existing approaches will be essential for improving the efficiency of transportation cost optimization strategies.
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