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DEVELOPMENT OF A METHOD BASED ON OBJECT DETECTION
FOR REAL-TIME PERSON LOCATION DETECTION IN A CONFINED SPACE

Real-time person detection provides an opportunity to solve such a complex problem as person location detection
in a confined space. The solution to this issue lies in the implementation of an effective method to localize a person
inside a confined space (for example, inside the room) since outdoor positioning systems like GPS do not provide
high accuracy indoors. Existing computer systems that solve this problem require specialized infrastructure: devices
aftached to the human body, sensors, etc. This approach is not cheap and does not provide a universal solution.
A device that is present in almost every building is a camera. Many existing computer systems that analyze the video
stream use Kinect depth cameras, which are outdated and require additional installation. There is a limited number
of solutions that analyze video stream from an RGB camera in combination with computer vision methods for person
localization. Therefore, research and development of a more effective method for the above-mentioned problem
using computer vision is relevant.

The aim of the work is to develop a method of localizing a person in a confined space that is efficient in terms
of speed and accuracy, which would use the video stream of the camera in combination with the computer vision
method — object detection. The method should work on an NVIDIA Jetson Nano microcomputer (which is a relatively
cheap and popular solution from NVIDIA) in real-time.

The methodology for solving the problem is to leverage a deep neural network to detect the person in real-
time and then use a perspective transformation algorithm to estimate the person’s location. A person’s location is
the center point of the bottom edge of the bounding box transformed from the camera perspective in a way as if
the camera was positioned directly above the floor. YOLOv4-tiny neural network model was trained on the COCO
and Open Images datasets using the Darknet deep learning framework.

The scientific novelty is that the method for person indoor localization was developed, which is based on
the combination of a person detection method using a deep convolutional neural network and perspective
transformation algorithm for further location estimation in a confined space. The proposed method is more
versatile than known methods that use Kinect depth cameras. The proposed method can work on a microcomputer
and estimate the location of several people in one pass with an average error of 23 cm and with a speed of 16 FPS,
which is superior to the known alternative approaches.

Conclusions. The problem of real-time person location detection in a confined space and means of solving
it based on object detection using a deep convolutional neural network are studied. A neural network, based on
the YOLOv4-tiny model, was trained using the COCO and Open Images datasets, and showed an accuracy of 55.1%
and 71.4%, respectively. A method has been developed that uses a trained neural network to determine a bounding
box around a person in the frame, and then determines its position using a perspective transformation algorithm:
the method works on an NVIDIA Jetson Nano microcomputer with an average error of 23 cm and a speed of 16 FPS,
processing a video stream from the RGB camera.

Key words: person indoor localization, person detection, perspective transformation, deep learning, convolutional
neural network, YOLO, NVIDIA Jetson Nano.
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PO3POBKA METOAY HA OCHOBI PO3MNISBHABAHHA OB’EKTIB ANA BU3HAYEHHA
NONOXEHHA NIOAUNHU B OBMEXEHOMY MNMPOCTOPI Y PEAJIbHOMY YACI

PoanisHagaHHs MOOUHU 8 PexXUMI pearibHO20 Yacy 0ae MOXugiCmb supiulysamu maky ckiadHy npobnemy sk
BU3HAYEHHS MOSIOXEHHS JIIOOUHU 8 0bMexeHOMy rpocmopi. Po3e’sizaHHs OaHoi 3a0auvi nornsieae 6 peanizauii ehek-
mueHo20 Memody siokanisayji 1roOUHU 8 3aMKHYMOMYy rpocmopi (Hanpuknad, ecepeduHi KiMHamu), OCKIfbKU cuc-
memu no3uuyioHysaHHs y 8idkpumomy rpocmopi, maki sik GPS, He 3abesnedyromb 8UCOKOI MOYHOCMI Y NPUMIULEHHI.
IcHyroui KoM 'tomepHi cucmemu, sKi gupiwytoms 0aHy npobremy, nompebyroms crieyianizogaHor iHghpacmpykmypu:
fpucmpois, MpukpinneHux 00 mina moduHu, dam4vukie mowo. Takuli nioxid HeOewesull | He 0a€ yHi8epcanbHO20
piwenrHs1. [Mpucmpit, skull HasieHUU NpakmuyHO 8 KOXHill 6ydieni — ue kamepa. NepesgaxHa binbwicmb iCHyYUX
KOMIT'IomepHUX cucmem, siKi aHasidyromp 8i0eornomik, saukopucmosyroms kamepu enuburu Kinect, siki € sacmapinu-
Mu ma nompebyromb 000amK08020 8CMaHOBIEHHS. ICHYe 0bMexeHa KiflbKicmb pilueHb, sIKi aHanisytome 8ideoro-
mik 3 RGB kamepu y noedHaHHi 3 Memodamu KOMITomepHo20 30py Ons nokanisauii noduHu. Omxe, 00CiOKeHHs
ma po3pobka echekmusHilo20 Memoldy 8UpILLIEHHS 8ULe3a3HaYeHOT Npobriemu 3 BUKOPUCMAaHHSIM KOMITIOMEPHO20
30py € akmyarnbHUM.

Memoro po6omu € po3pobka echekmusHo20 3a WEUOKICMIo ma moYHicmio MemoOdy fokarnizauil nodUHU 8 rpu-
MileHHi, siKkut bu sukopucmosyeas gifeornomik kamepu 8 rnoedHaHHi 3 MemodoM KOMITIOmepHO20 30py — PO3-
nisHagaHHs1 06°ekmig. Memod nosuHeH npautosamu Ha mikpokomm'romepi NVIDIA Jetson Nano (skuli € 8i0HOCHO
Oewesum i nonyrnsapHum piweHHsaM 8id NVIDIA) 8 pexumi pearibHO20 yacy.

Memodosnozis supiweHHs1 npobnemu nossizae y sUKkopucmaHHi arnubokoi HelpOHHOI Mepexi 051 po3ni3HasaH-
HSl MIIOOUHU 8 PexXuMi peasibHO20 4Yacy pa3oM 3 ar2opummoM MepCreKmuUeHO20 nepemeopeHHs 0ns nodanbuoi
OUJHKU 10/I0)KeHHS NIIOOUHU. [TonoxeHHs nrOUHU — Ue UeHmparibHa moYka HUXHbBOI CMopoHU 0bMexxysarbHOI pam-
KU, mpaHcehopmogaHa 3 nepcriekmusu KaMepu makum YUHOM, Hibu KaMepa po3mauwoeaHa rpsmo Had nidnozor.
Modenb HelipoHHOT mepexi YOLOv4-tiny byna Hag4yeHa Ha Habopax daHux COCO ma Open Images 3a 0ornomozor
ppelimeopky enubokoao Hag4aHHs Darknet.

Haykoea Hoeu3Ha ronsizae 8 momy, wo 6yno po3pobrneHo Memod sokanisauii oOUHU 8 NPUMILEeHHI, KUl
b6a3yembcsi Ha Moe0HaHHi Memody 8usereHHs MOUHU 3a 00MoMO20i0 2rluboKoi 320pMKOB0I HeUPOHHOI MepeXxi
ma anzopummy repcreKkmugHo20 nepemeopeHHs 0718 Modasnblio20 8UHAYEHHS MOMOXEHHS 8 0OMEXeHOMY po-
cmopi. 3anponoHosaHuli MemoO € binbw yHigepcanbHUM 3a 8idomi Memodu, siKi 8UKOPUCMOBYHMb Kamepu arubu-
HU Kinect. 3anponoHosaHuli Memod MoXe npayreamu Ha MIKPOKOMIT'tomepi ma gudHa4amu rosiIOKeHHs OEKIiIbKOX
nodel 3a 00uH rpoxio i3 cepedHboto rnoxubkor 23 cm ma weudkicmio 16 FPS, wo € kpawum 3a sidomi anbmep-
HamueHi nioxodu.

BucHoeku. [JocnidoxeHa npobriema 8usHa4eHHs MOMOXeHHS MOOUHU 8 0OMEXeHOMY Mpocmopi y peanbHOMY
yaci ma 3acobu ii eUpilueHHs1 Ha OCHOBI PO3Ii3HasaHHs1 06’eKmie 3 BUKOPUCMAaHHSIM 2lubOKOI 320pmMKO80I HelpOH-
Hoi mepexi. [poeedeHO Hag4yaHHs1 HelPOHHOI Mepexi Ha ocHosi Modesti YOLOv4-tiny 3 sukopucmarHsim Gamacemig
COCO ma Open Images, sike nokasano moyHicmb 55.1% ma 71.4% eidnogidHo. Po3pobrneHo memod, sKul 8UKO-
pucmosye Hag4eHy HelpOHHY Mepexy Ons 8U3Ha4YeHHs1 0bMEXyB8anbHOI paMKu HaeKosIo moduHU y Kadpi, a nic-
N8 — gU3Hayace Ii NOMOXeHHs1 3 8UKOPUCMAHHSIM an2opummy nepcriekmueHo20 NepemeopeHHs: Memoo npayroe
Ha mikpokomm'tomepi NVIDIA Jetson Nano i3 cepedHboto noxubkoro 23 cm ma weudkicmio 16 FPS, 0bpobntorodu
gideoriomik 3 RGB kamepu.

Knro4oei cnoea: nokanisauis noduHU 8 MPUMILLEHHI, pO3ri3HagaHHs MoOUHU, mpaHcghopmayisi meperekmusu,
enuboke HasyaHHsI, 320pmkosa HelipoHHa mepexa, YOLO, NVIDIA Jetson Nano.
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The urgency of the problem. The develop-
ment of artificial intelligence makes our life more
optimized. One of the tasks that we have success-
fully automated is real-time object detection. The
possibility of person detection is the cornerstone
for solving more complex problems, one of which
is real-time person location detection in a confined
space.

A computer system that effectively solves this
problem can be implemented in various areas of
our life. For example, we can create a notifica-
tion system that will respond to the movement
of people in locations that may be dangerous
or prohibited: areas with harmful substances in
enterprises, areas with confidential information in
security agencies, spaces with valuable exhibits in
museums, etc. Such notification systems can be
extended to improve the quality of life of people
with disabilities: the system will help people with
visual impairments to successfully move around
the house by providing voice prompts depending
on their location. In addition, we can create recre-
ation areas for children and adults of a completely
new level: a system in a shopping and entertain-
ment center will project images from a projector
onto the floor and reproduce effects under people
in the areas they walk.

Toimplement such systems, we need to develop
a method for person indoor localization. Outdoor
positioning technologies like GPS do not provide
high accuracy indoors, because signals from sat-
ellites can be affected by surroundings like walls,
roofs, tunnels etc. Many of the existing computer
systems that solve this problem require special-
ized infrastructure for their work: devices attached
to the human body, sensors, etc. This approach is
not cheap and does not provide a universal solu-
tion. A device that is available in almost every mod-
ern building is a camera, the video stream from
which we can leverage as input data.

Many existing computer systems that analyze
the video stream use Kinect depth cameras, which
are outdated and require additional installation.
There is a limited number of solutions that ana-
lyze video stream from an RGB camera in com-
bination with computer vision methods for person
localization. Researchers in the field of artificial
intelligence create not only accurate, but also fast
and lightweight models of neural networks (for
example, YOLOv4-tiny), which can be trained to
detect objects on relatively inexpensive graphics
processors (for example, NVIDIA GeForce GTX
1050) and used on microcomputers optimized
for solving high-performance tasks (for example,
NVIDIA Jetson Nano). This approach guarantees
a much lower price for the hardware complex, as
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well as data security since all calculations take
place locally.

Therefore, research and development of a more
effective method for the above-mentioned problem
using computer vision is relevant.

Analysis of recent research and publica-
tions.

An overview of real-time person location
detection in a confined space problem.

Rainer Mautz conducts an overview of the prob-
lem of determining the location of objects, includ-
ing people, in a confined space, and describes
available technologies for its solution as well as
shows areas in which the solution to the prob-
lem has practical value (Mautz, 2012). He states
that the dominating technologies for positioning in
outdoor environments, called Global Navigation
Satellite Systems (GNSS), perform poorly within
buildings. Researcher illustrates 13 technologies
for indoor positioning: cameras, Wi-Fi, Bluetooth,
and others. Based on his research, cameras pro-
vide high accuracy, but computer systems based
on this technology can work at room level only.

Oussama Kerdijidj et al. provide a comprehen-
sive overview of indoor localization problem with
the focus on deep learning approaches (Kerdjidj,
Himeur, Sohail et al., 2024). Researchers outline
recent studies that use various architectures of
deep neural networks to achieve robust indoor
localization: convolutional neural networks (CNNs),
recurrent neural networks (RNNs) or hybrid mod-
els. They state that deep learning-based methods
are resilient against noise and missing data.

An overview of solutions to real-time person
location detection in a confined space problem.

Adrian Cosma et al. provide an overview of
solutions to the real-time person location detection
in a confined space problem (Cosma, Radoi, Radu,
2018). They claim that all existing solutions can be
divided into two groups: solutions that require a
specialized infrastructure for their work and solu-
tions that use the existing infrastructure such as
wireless access points, surveillance cameras in
buildings and inertial sensors in mobile devices.
Researchers state that most of the recent solutions
of the second group use smartphone sensors and
Wi-Fi, however, systems that use video stream
from cameras also exist. Camera-based systems
use computer vision algorithms and do not require
users to wear special sensors, which simplifies the
use of such systems in cases where users are not
well-versed in information technologies.

Many of the existing computer vision-based
systems use depth cameras (RGB-D) to solve
the problem. Huan Wang et al. developed a
novel RGB-D camera-based indoor occupancy
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positioning system called CIOPS-RGBD (Wang,
Wang, Li, 2023). Researchers were using 4 Kinect
cameras to take color and depth images simultane-
ously. The idea was to combine results taken from
various cameras: data fusion and 3D reconstruc-
tion algorithm was designed and developed. They
used OpenPose library to extract keypoints (shoul-
ders and neck) that were aligned on the depth
image. Their system achieves excellent accuracy
within 20 cm in a scenario when people are sitting.
However, it takes 5 seconds (0.2 FPS) to localize
people (CPU: 9980, GPU: 2080TIl), which is not
enough for real-time. The main drawback of the
system, according to its authors, is that the oper-
ation distance and perspective of the RGB-D sen-
sor are limited: when used in larger spaces, more
cameras are required.

Adrian Cosma et al. developed a computer sys-
tem that uses a video stream from an RGB camera
as input data and works on a device with limited
resources (Cosma, Radoi, Radu, 2018). The sys-
tem processes the video stream using a deep neu-
ral network to estimate a person’s key points. The
obtained data are used to determine the person’s
location in a confined space. The person’s location
is the midpoint between their legs, transformed
from the camera’s perspective relative to the floor.
The average error of their system is 36 cm, and the
speed is 6.25 FPS.

Angel Carro-Lagoa et al. developed a com-
puter system that consists of several microcom-
puters (edge devices) with connected cameras
(Carro-Lagoa, Barral, Gonzalez-Lépez et al.,
2023). Each microcomputer estimates a person’s
location using pose estimation and then sends
this information to the Real-time Location System
(RTLS) server. The server performs multicam-
era tracking of the detected person. The aver-
age error of their system is below 40 cm, and the
speed is 2 FPS.

To estimate a person’s location in a confined
space using computer vision, it is required to solve
two problems in succession. First, we need to
detect the person in the frame. Then, we need to
estimate the person’s location from the perspec-
tive of the camera relative to the confined space
(floor). To solve the first problem, it is effective to
use a deep neural network. Since there are new
versions of YOLO like YOLOv4, YOLOv4-tiny etc.,
we can leverage object detection method instead
of keypoint detection. Keypoint detection meth-
od’s disadvantage is the considerable number of
frames in which the neural network cannot detect
a person (Cosma, Radoi, Radu, 2018). To solve
the second problem, we can leverage perspective
transformation.
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An overview of real-time person detection
problem.

Object detection in the image is object locali-
zation with bounding box and object classification.
Ross Girshick et al. in 2014 developed one of the
first CNN-based methods for object detection —
R-CNN (Girshick, Donahue, Darrell et al., 2014).
The approach consists in generating approxi-
mately 2000 regions of interest in the image using
a Selective Search algorithm. The warped regions
are fed into a convolutional neural network (CNN)
for features extraction. After that, Support Vector
Machines (SVMs) are used for objects classifica-
tion. The main drawback of their approach is that
it takes 49 seconds to detect objects, because
CNN needs to run for each region of interest. Two
improvements of R-CNN were developed: Fast
R-CNN (Girshick, 2015) and Faster R-CNN (Ren,
He, Girshick et al., 2016). These methods detect
objects in the image 2.3 seconds and 0.2 seconds
(5 FPS) respectively, which is not enough for real-
time. Accuracy of Faster R-CNN on the PASCAL
VOC 2007 dataset is 73.2%.

Joseph Redmon et al. in 2016 developed a
much faster, but less accurate detector called
YOLO (You Only Look Once) (Redmon, Divvala,
Girshick et al., 2016). YOLO uses a single neu-
ral network to predict bounding boxes and class
probabilities in one evaluation. This eliminates the
need for a detection pipeline that the R-CNN fam-
ily methods use, and the system can be optimized
end-to-end directly on detection performance.
YOLO works at 45 FPS with 63.4% precision on
the PASCAL VOC 2007 dataset, which is only 10%
less than the Faster R-CNN method.

Alex Bochkovskiy et al. in 2020 presented
YOLOv4 detector, which is the next generation of
YOLOv3 (Bochkovskiy, Wang, Liao, 2020). The
idea behind YOLOv4 is that researchers intro-
duced new features to the YOLO model to improve
accuracy like Weighted-Residual-Connections
(WRC), Mish-activation and others. They achieved
43.5% precision on the COCO dataset at a speed
of ~65 FPS on Tesla V100.

The logic behind selection of model, frame-
work, datasets, and computer vision library for
real-time person detection problem.

The aim of the work is that the developed
method for indoor positioning should work on the
NVIDIA Jetson Nano microcomputer in real-time.
The YOLOv4-tiny model is a deep CNN, smaller
version of YOLOv4, which can work on the micro-
computer. The main advantage of YOLOv4-tiny is
its speed: it works at a speed of 371 FPS on the
NVIDIA GeForce GTX 1080 Ti GPU and achieves
an accuracy of 40.2% on the COCO dataset.
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YOLOv4-tiny outperforms other models that can
work on microcomputers: MobileNetV3 (Howard,
Sandler, Chu et al., 2019) and SqueezeNet (lan-
dola, Han, Moskewicz et al., 2016).

For model training we have chosen Darknet
framework — an open-source deep learning frame-
work written in C/C++ that is primarily leveraged
to train and use YOLOv2, YOLOv3, YOLOv4
models, and their lightweight versions. Its initial
developer was Joseph Redmon, the author of the
original YOLO model. Alex Bochkovskiy, author of
YOLOv4, continued his work by adding support for
new layers, activation functions, ability to work on
Windows and more (Bochkovskiy, 2020).

Common Objects in Context (COCO) data-
set has been chosen for model training. COCO
is a widely used large-scale dataset containing
images of complex everyday scenes. It contains
annotations for solving the following tasks: object
detection, key points detection, pose estima-
tion, object segmentation and generation of text
descriptions for images. COCO includes 1.5 mil-
lion objects of 80 classes (categories) and 200
thousand annotated images (Lin, Maire, Belongie
et al., 2015).

Open Images (The Open Images Dataset V4,
OID V4) dataset has been chosen for model training
too. Open Images is a large-scale dataset contain-
ing about 9.2 million annotated images. It includes
19.8 thousand object classes for classification, 600
object classes for detection, and 57 object classes
for visual relationship recognition. The images con-
tain complex scenes with an average of 8 objects
(Kuznetsova, Rom, Alldrin et al., 2020).

OpenCV library has been chosen to use
trained YOLO model: Alex Bochkovskiy states that
YOLOv4-tiny works at 773 FPS on the NVIDIA
GeForce RTX 2080 Ti, if OpenCV is used, com-
pared to 443 FPS if Darknet is used. OpenCV is
an open-source computer vision library written in
C++. OpenCV includes algorithms for image pro-
cessing and transformation, functionality for work-
ing with video, as well as module for using deep
neural networks (dnn module).

An overview of a person coordinate estima-
tion in a confined space problem.

After the detector has detected a person in the
frame, it is necessary to determine their coordinate
(middle point of the bottom edge of the bounding
box) relative to the confined space (floor) from the
perspective of the camera. To solve the problem,
we need to select 4 points on the floor from the cam-
era perspective, 4 points of the destination image
and calculate the matrix for perspective transfor-
mation. After that, we will be able to transform any
point in the projection area from the perspective
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of the camera. Perspective transformation can be
achieved using OpenCV (Shaikh, 2020).

The purpose of the article.

The purpose of the article is to present analy-
sis of recent research regarding real-time person
indoor localization problem as well as to demon-
strate a developed method that effectively solves
this problem in terms of speed and accuracy: the
method works on the NVIDIA Jetson Nano micro-
computer by processing RGB camera video stream
in real-time and outperforms existing alternatives.

Presenting main material.

The developed method is based on solving two
problems step-by-step: detect a person in real-
time using deep convolutional neural network and
then estimate person’s location using perspective
transformation algorithm. Below solutions to each
problem are precisely described as well as com-
parison with similar methods is outlined.

Training YOLOv4-tiny models to detect people.

The training was conducted on a Windows
laptop with Intel Core i7-8550U CPU and NVIDIA
GeForce GTX 1050 GPU. To train the YOLOv4-
tiny model, the Darknet framework and its depend-
encies (the CUDA Toolkit, the cuDNN and OpenCV
libraries) were installed.

After setting up the training environment,
images of people from COCO and Open Images
datasets were prepared. The developer of the
Darknet framework states that the size of the
training set should be between 2000 and 10000
images. There is a general recommendation that
the size of the validation set should be 20% of the
training set. Therefore, 10000 training images and
2000 validation images were chosen from both
datasets since the model’s generalization capa-
bilities improve as the as the size of the training
set grows (when data is of high quality, obviously).
The use of several datasets allowed us to compare
the quality of trained models.

To prepare the COCO dataset, a Python script
was developed: https://github.com/KyryloAn-
toshyn/person-location-detector/blob/master/
training/download_coco_single class_images.
py. It uses JSON annotations and COCO API to
download the required number of images of the
Person class from the training and validation sets.
An important part of the script is convert_and_
write_annotations function that converts a COCO
annotation to a YOLO format (all dimensions are
relative to image width and height): <object-class>
<x_center> <y _center> <width> <height> where
<object-class> is the class identifier, <x_center>
and <y_center> are the coordinates of the center
of the bounding box, and <width> and <height>
are its dimensions.
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To prepare the Open Images dataset, Open
Images Dataset v4 Toolkit was used. An important
part of the toolkit is convert_annotations.py mod-
ule that converts an Open Images annotation to a
YOLO format.

To train the model, training files were prepared
according to recommendations of YOLOv4-tiny
author. It is worth noting that the transfer learn-
ing was carried out in our scenario: the weights of
the convolutional layers of the previously trained
network were used: yolov4-tiny.conv.29. This
approach allows to speed up the learning process
and increase the probability that the neural network
will learn to effectively solve the given problem.

Optimal training parameters and model archi-
tecture were chosen based on the problem being
solved: neural network should detect single class
(Person) as well as work on the NVIDIA Jetson
Nano microcomputer in real-time. A file with the
training parameters and configuration of the neu-
ral network, a file with the names of the classes
of objects on which we train the neural network,
a file with the paths to the corresponding files and
directories necessary for training can be found at
(separate files were created for both COCO and
Open Images datasets): https://github.com/Kyry-
loAntoshyn/person-location-detector/tree/master/
training.

Darknet framework requires files with relative
paths to the training and validation images. To cre-
ate these files automatically, a Python script was
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developed, placed in the scripts directory, and exe-
cuted (the name of the dataset directory is given
as an input): https://github.com/KyryloAntoshyn/
person-location-detector/blob/master/training/gen-
erate_dataset_images_relative_paths.py.

Analyzing trained YOLOv4-tiny models that
detect people.

Weights with which models demonstrated the
highest accuracy on the validation dataset can be
found at: https://github.com/KyryloAntoshyn/per-
son-location-detector/tree/master/person_loca-
tion_detector/detection_models. These weights
are used in the developed method.

Figure 1 shows the graph of YOLOv4-tiny
model training on the COCO dataset.

The graph shows that the final error (in blue)
of the neural network is 1.07, and the accuracy
(in red) is 55.1%. It is clearly visible that at 1000
iterations an accuracy of 41% was obtained, at
3500 iterations — 54%, then it dropped to 52% and
only at the end of training we got 55.1%. When the
accuracy of the model drops, an overfitting takes
place, a process when the model detects objects
well on the training set but begins to detect poorly
on the validation set. It can be concluded that train-
ing for 3500 batches is optimal for this model and
dataset.

Figure 2 shows the graph of YOLOv4-tiny
model training on the Open Images dataset.

The graph shows that the final error of the neu-
ral network is 0.91, and the accuracy is 71.4%. Itis
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Fig. 1. The graph of YOLOv4-tiny model training on the COCO dataset
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Fig. 2. The graph of YOLOv4-tiny model training on the Open Images dataset

clearly visible that at 1000 iterations an accuracy
of 56% was obtained, at 3500 iterations — 69%,
then it dropped to 68% and only at the end of train-
ing we got 71.4%. It can be concluded that train-
ing for 3500 batches is optimal for this model and
dataset too.

At first glance, the model trained on the Open
Images dataset should be more accurate due to
higher precision obtained during training. How-
ever, after models’ evaluation using the Oxford
Town Center video, it was concluded that both
models work with the same accuracy. One of the
reasons is that the COCO dataset contains images
with more complex scenarios, so it is more difficult
for the neural network to perform generalization.
Another reason is the presence of significant noise
in the validation images since pre-processing of
the datasets was not performed.

The training images of both datasets were
checked using the Labellmg tool. The COCO
dataset was found to contain annotations for a
group of people, and Open Images for non-real
people: mannequins, video game characters,
toys, etc. To solve both problems it is required to
manually remove such annotations and images.
The best way, obviously, is to collect and annotate
2000-10000 images at the location where the sys-
tem will be installed.

Any of the trained models can be used in the
developed method, but it is required to evaluate
which of them works better at the location where the
system will be installed. To improve accuracy, we
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can try to experiment with some recommendations
of YOLOv4-tiny author, some of which are: set ran-
dom=1 in each yolo layer to change input image
size during training randomly, increase the size of
neural network to width=608 and height=608, vali-
date quality of annotations etc.

Estimating the location of detected people.

The trained neural network model is used in the
developed computer system that combines object
detection approach with perspective transforma-
tion algorithm to estimate person location in the
camera stream.

First, we initialize 3x3 perspective transforma-
tion matrix using OpenCV: https://github.com/Kyry-
loAntoshyn/person-location-detector/blob/master/
person_location_detector/services.py#L289. 4
pairs of points are used: coordinates of the pro-
jection area from the perspective of the camera
and coordinates of the actual projection area on
the floor. o

Then, transformed coordinate (x,y) is calcu-
lated using Expression 1, where M, M,,,...,M;
are the elements of already initialized perspec-
tive transformation 3x3 matrix, (x,y) is the per-
son coordinate from the camera point of view.
Implementation can be found at: https://github.
com/KyryloAntoshyn/person-location-detector/

blob/master/person_location_detector/services.

py#L327.

(;c ;): M xx+M,xy+M; M, xx+My,xy+M, (1)
’ Mm><x+M32><y+M33’M3]><x+M32xy+M33
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Accuracy and speed of the developed
method.

Table 1
Comparison of speed of the developed
method when using different devices

. Speed

Device (FPS)
Training PC (NVIDIA GeForce GTX 1050) 83
NVIDIA Jetson Nano 16

The error is measured as the distance between
the determined point (marked in green) and the
actual point (marked in blue).

Table 2
Developed method error in various scenarios
Scenario Error (cm)
A person is facing the camera 15
The person’s back is turned to the camera 30
Part of the human body is covered by 25
another object

Figure 3 shows the scenario when a person is
facing the camera.

From the results obtained, for the given scenar-
ios, the average error is 23 cm. The accuracy of
the developed method primarily depends on the
accuracy of trained neural network models that
detect people.

The bounding box approach has two draw-
backs. First, the frame does not always fit tightly to
the human body, which gives an error when deter-
mining position. Then, a person can put one leg
back and then its position will be determined rel-
ative to the front leg, which is also not completely
accurate. These issues can be resolved using key-
points detection approach that was leveraged by
Adrian Cosma et al., Angel Carro-Lagoa et al. and
Huan Wang et al. However, keypoints detection
approach requires more computing resources and
often does not detect a person in the frame, there-
fore, can be a bottleneck if the method should work
on microcomputer.

To increase accuracy, we can try to combine
several methods for person detection: object
detection with pose estimation, combine results
from several cameras set at different angles, create

Location of detected pessons

Fig. 3. Scenario when a person
is facing the camera

our own dataset at the location where the system
will be installed, consider using wide-angle cam-
era viewing directly onto the floor. In fact, most of
the areas of application of the developed method
described in this work do not require determination
of a person’s location with perfect accuracy and,
therefore, the approach with the bounding box is
more optimal.

Conclusions. Indoor localization problem
has been investigated: advantages and disad-
vantages of existing technologies as well as
modern computer vision approaches to its solu-
tion. An effective method in terms of speed and
accuracy that uses a camera video stream in
combination with object detection and perspec-
tive transformation approaches has been devel-
oped. The method works on the NVIDIA Jetson
Nano microcomputer in real-time with a speed of
16 FPS and accuracy of 23 cm. Therefore, it out-
performs existing alternatives in terms of speed
and accuracy.
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