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EXPLORING GAZE-GESTURE INTERACTION ON THE WEB:
A COMPARISON WITH MOUSE INPUT FOR OBJECT MANIPULATION

The purpose of this study is to implement and evaluate a web-based gaze-gesture interaction method for object
manipulation using a standard web camera. This method combines gaze tracking for object selection with hand
gestures for natural manipulation tasks like rotating, scaling, and dragging. Unlike other implementations of such
interaction that require specialized hardware, this method uses widely available technology, making advanced
interaction techniques more accessible.

The scientific novelty lies in developing a gaze-gesture interaction system that operates entirely on a web
platform using standard hardware, removing the need for expensive, specialized equipment and enabling broader
adoption.

The methodology involved creating a web-based system using computer vision algorithms for real-time gaze
tracking and gesture recognition. A user study was conducted where participants completed object manipulation tasks
using both the gaze-gesture input and traditional mouse input, with task completion times recorded and analyzed.

Conclusion. The study shows that gaze-gesture interaction is particularly effective for tasks requiring
simultaneous actions, such as rotating and scaling objects, outperforming mouse input in these scenarios. While
mouse input remains more efficient for simpler tasks, gaze-gesture interaction offers strong potential for enhancing
complex task interactions on web platforms, contributing to the development of more accessible and intuitive input
methods.

Key words: gaze-gesture interaction, mouse interaction, web-based interaction, object manipulation, human-
computer interaction, gaze tracking, accessible technology, hand gesture recognition.
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OOCNIOXEHHSA B3AEMOAII HA OCHOBI NOrnsAAQYy TA XECTIB Y BEB-CEPEQOBMLL:
NMOPIBHAHHA 3 BSAEMOAIEIO KOMITIOTEPHOIO MULLEIO
Ansa MAHINYNIOBAHHA OB’€EKTAMMU

Memoro ubo20 docnidxeHHS € pearizauyisi ma ouiHka eeb-opieHmosaHo20 Memody 83aemModii Ha 0CHosi o2y
ma >xecmie 07151 MaHinyneaHHs1 06’ekmamu, gukopucmosyoyu cmaHlapmHy eeb-kamepy. Lleli memod noedHye
gidcmexeHHs1 noensdy 0ns subopy ob’ekmig 3 xecmamu pyK O NPUPOOHUX MaHinynsyil, makux sk obepmaHHs,
mMacwmabysaHHs ma nepemsicysaHHs. Ha sidmiHy 6id iHwux peanisauit uiei esaemodii, wo sumazaroms crieyja-
ni3oeaHo20 obnadHaHHS, yeli Memo0d 8UKOPUCMOBYE WUPOKO OoCcmyrnHi mexHomnoeail, pobnsyu nepedosi mexHiku
83aemo0dii 6inbw docmynHUMU.

Haykoea Hoeu3Ha rorsisiza€ 8 po3pobui cucmemu e3aemodii Ha 0CHO8I Moernsidy ma Xecmis, sika pauroe rMoeHic-
mio Ha eeb-rinamagbopmi 3 BUKOpUCMaHHAM cmaHO0apmHo20 obia0HaHHS, Wo ycysae nompeby e dopozomy creuia-
nizogaHoMy obnadHaHHi ma 0038015 WUPLWE 8rIPOBAOKEHHSI.

Memodosozis eknoyae cmeopeHHs1 8eb-cucmeMu 3 BUKOPUCMAHHSIM an2opummie KoM’ lomepHo20 30py 0715
gidcmexeHHs1 noensady 8 peanbHOMY Yaci ma po3ni3HasaHHs xecmig. byno npoeedeHo AOCIOKeHHS 3a y4acmio
Kopucmysauis, siKi BUKOHy8aslu 3ag0aHHs 3 MaHirynoeaHHs 06’ekmamu, 8UKOpUCMOoByrHU K MemoQd 88e0eHHS Ha
OCHo8i noensdy ma xecmis, mak i mpaduuiliHe 8e0eHHsI KOMITIOMEPHOIO Mulero, 3 NodasibWuM 3arucoM ma aHa-
J1i30M Yacy 8UKOHaHHS 3a80aHb.

BucHoeok. [JocnidxeHHs nokasye, Wo 83aemodisi Ha OCHo8I Mo2nsgdy ma xecmie € 0cobrueo eqhekmusHoro 01si
3ae0aHb, W0 suMazarome 00HoYacHux Oili, makux sk obepmaHHs ma macwmabysaHHs1 06’ekmis, nepesepulyroyu
88e0eHHSI KOMITIOMEPHOK MULIEKD ¥ maKux cueHapisx. Xoya 68e0eHHs1 KOMITIOMEePHO MULIE 3anuuaemsCs
binbw eghekmusHUM Onisi Ipocmiliux 3aeé0aHb, 83aeM0QdiS Ha OCHO8I 102190y ma Xecmie Mae 8eflukull nomeHujan
0ns nidsuULEeHHS egheKmuBHOCMI KOpucmyeadig rMpu 8UKOHaHHI CKnadHuUX 3aedaHb Ha 8eb-ramgopmax, Crpusitoyu
po3sumky binbw docmynHUX ma iHmyimugHo 3p0o3yMiniux Memodie 88e0eHHS.

Knro4oei cnoea: esaemolis Ha OcHO8i noanddy ma xecmis, 83aemMo0id KOMITIOMepPHOW Muwet, 8eb-
opieHmosaHa 63aemMo0is, MaHinynoeaHHs 06’ekmamu, e3aemodisi MoOUHa-KoMm'romep, eidcmexeHHs1 noansody,
docmynHi mexHonoaii, po3nizHagaHHs Xecmig pyK.

Introduction. The interaction between users and Objective. The primary objective of this study
computer systems has greatly evolved, expanding is to implement and evaluate a gaze and hand
from traditional input devices like the mouse and key-  gesture-based interaction (gaze-gesture interac-
board to more natural methods, including eye-track-  tion) technique on the web using only a standard
ing, hand gestures, facial expressions, or their = computer web camera. By removing the need for
combinations. These advancements are designed  specialized hardware, the study aims to make this
to create more engaging and efficient user experi-  advanced interaction method more accessible and
ences, especially in complex digital environments. practical for a broader range of users.

Motivation. Pointing to graphical elements is Approach. To achieve this objective, the study
one of the fundamental tasks in human-computer involves the development of a web-based plat-
interaction (HCI) (Argelaguet & Andujar, 2013). form that leverages a standard web camera for
Eye-tracking stands out compared to traditional gaze tracking and gesture recognition. The effec-
mouse input due to its speed (Ware & Mikaelian, tiveness of the gaze-gesture interaction method
1986). This allows users to quickly select objects is evaluated by comparing it to the traditional
simply by looking at them. On the other hand, @ mouse input method in scenarios where users are
hand gestures allow for more natural and intuitive  required to manipulate objects, such as rotating,
manipulation of objects, enabling users to rotate, scaling, and dragging. The comparison is based
scale, and move items as they would in the phys-  on task completion time.
ical world. The combination of gaze tracking and Related Work. In recent years, new types
hand gestures has gained considerable atten- of input methods have appeared in the field of
tion, especially in virtual reality (VR) (Pfeuffer et human-computer interaction. Traditional devices
al., 2017), where it enhances user experience by like the mouse and keyboard have been sup-
creating seamless and immersive interactions. plemented by more advanced techniques,
However, the adoption of this interaction method including gaze tracking, hand gestures, and
outside of VR, particularly on the web, has been  facial expressions. For instance, (Rozado et al.,
limited due to hardware requirements. 2017) describe the FaceSwitch, which supports
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motor-impaired users to interact with a computer
hands-free by using gaze pointing for target
selection and facial gestures for target-specific
action commands. (Wachs et al., 2011) examines
various applications of vision-based hand-ges-
ture interfaces across different fields, such as
medical systems, assistive technologies, enter-
tainment, crisis management, disaster relief, and
human-robot interaction.

Gaze and Hand Gesture Interaction

Gaze tracking is recognized for its speed,
allowing users to quickly select and focus on
objects simply by looking at them. This makes
gaze interaction faster than other input modalities
(Ware & Mikaelian, 1986), particularly in scenar-
ios where quick selections are necessary. Hand
gestures complement gaze tracking by providing
a more natural way to manipulate objects, ena-
bling actions like rotating, scaling, and dragging
with intuitive hand movements. (Slambekova et
al., 2012) presented a framework for enabling the
use of both gaze and hand gestures for interaction
within a 3D virtual world.

A set of interaction techniques combining gaze
and free-space hand gestures has been presented
in (Chatterjee et al., 2015). Results showed that
the combination of gaze and gesture can outper-
form systems using gaze or gesture alone. Another
study showed the gaze-assisted techniques to
outperform hands-only input and gives insight into
trade-offs in combining gaze with direct or indirect,
and spatial or semantic freehand gestures (Lyst-
baek et al., 2022).

(Ryu et al., 2019) proposed a spatial interaction
technique called gaze-grasp pose interaction (GG
Interaction) that can be used in 3D virtual spaces
for object manipulation.

Another research introduced a novel virtual
mouse system that enables users to control an
on-screen pointer using hand and eye gestures,
providing a contactless input method (Reddy et al.,
2023).

The combination of gaze tracking and hand
gestures has been studied in the context of vir-
tual reality (VR). In VR environments, this inter-
action method allows users to look at objects and
manipulate them with their hands, creating a highly
immersive experience (Pfeuffer et al., 2017).

Despite the advantages of the interaction
method based on the combination of gaze and
hand gestures, this approach has its own chal-
lenges. In (Pfeuffer, 2024), the author discusses
design principles and issues, focusing on inter-
faces that use gaze and pinch interaction.

Limitations of Current Implementations.
Most implementations from the presented
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research rely on sophisticated equipment like
eye-trackers, cameras with infrared (IR) sensors,
or devices such as Microsoft Kinect. Some studies
have even developed custom-made eye-tracking
devices to enable this interaction method (Hales,
2013). The need for specialized hardware creates
a barrier to the broad adoption of such an interac-
tion method, particularly on more accessible plat-
forms like the web.

Web-Based Interaction and Accessibility.
With the increasing popularity of web applica-
tions, there is a growing interest in implementing
advanced interaction techniques using widely
available hardware. Recent advancements in
computer vision and machine learning have made
it possible to track gaze and recognize gestures
directly in the browser using standard web cam-
eras. This, in turn, allows us to bring gaze and ges-
ture-based interaction methods to the web. How-
ever, the effectiveness and practicality of these
web-based implementations in real-world scenar-
ios remain underexplored.

Summary. Existing research highlights the
advantages of combining gaze tracking and
hand gestures, particularly in VR environments,
where they enhance user experience and interac-
tion efficiency. However, the reliance on special-
ized hardware limits the broader adoption of this
method, especially on the web. This study aims
to address this gap by implementing and evaluat-
ing a web-based gaze-gesture interaction method
that utilizes a standard web camera. Through this
research, we want to make this advanced interac-
tion technique more accessible and practical for
everyday use.

Methods

System Overview

The developed system integrates eye-track-
ing and hand gesture recognition technologies to
enable intuitive interaction with on-screen objects.
Fig. 1 illustrates the system architecture diagram.
The system is composed of four primary modules:

1. Eye-Tracking Module. Responsible for
detecting the user’'s gaze and identifying the
on-screen object they are focusing on.

2. Hand Detection Module. Detects and
tracks the user’s hands, providing real-time posi-
tional data of key hand landmarks.

3. Gesture Recognition Module. Interprets
the hand landmarks to recognize specific gestures,
such as pinch gestures, and sends this information
to the Object Manipulation module.

4. Object Manipulation Module. Receives
data from the Eye-Tracking and Gesture Recog-
nition modules and determines the appropriate
transformation (e.g., selection, dragging, scaling,
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Fig. 1. System architecture overview

Dragging

Rotating

Fig. 2. lllustration of the hand gestures recognized by the system
for dragging, scaling, and rotating objects

rotation) to be applied to the selected object based
on the user’s input.

Eye-Tracking Module. The Eye-Tracking Mod-
ule, which was implemented using WebGazer.js
(Papoutsaki et al., 2016), continuously monitors
the user’s gaze direction to determine the point
of regard on the screen. This information is used
to identify which object the user intends to inter-
act with. The gaze data is crucial for initiating the
selection process, allowing for hands-free interac-
tion.

Hand Detection Module. The Hand Detection
Module utilizes the MediaPipe Hand Landmarker
(Google, n.d.) to accurately identify and track the
positions of key landmarks on the user’s hands.
This module is responsible for providing the posi-
tional data necessary for gesture recognition.
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The detected hand landmarks are continuously
updated to reflect the user’s hand movements in
real time.

Gesture Recognition Module. The Gesture
Recognition Module processes the hand landmark
data provided by the Hand Detection Module to
identify specific gestures. For instance, the sys-
tem recognizes pinch gestures by calculating the
Euclidean distance between the thumb and index
fingertip landmarks. When this distance falls below
a specified threshold, the gesture is classified as a
pinch. The recognized gestures are then passed
on to the Object Manipulation Module, which uses
the input to perform actions such as dragging,
scaling, and rotating the selected object.

Fig. 2 illustrates gestures the system can detect
and respond to. They include:
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e Dragging. A single-hand pinch gesture is
used to drag objects across the screen.

Scaling. A two-hand pinch gesture, where
the distance between the hands increases or
decreases, is used to scale the object.

Rotating. A two-hand pinch gesture, where
the hands rotate relative to each other, is used to
rotate the object.

Object Manipulation Module. The Object
Manipulation Module is responsible for applying
the appropriate transformation to the selected
object based on the combined input from the
Eye-Tracking and Gesture Recognition modules.
This module determines whether to select, drag,
scale, or rotate the object depending on the user’s
gaze position and the recognized gestures. For
instance, if the system detects a gaze fixated on
an object and a pinch gesture, it triggers the selec-
tion and dragging of that object. If pinch gestures
are detected on both hands, the system initiates
scaling and/or rotation actions depending on the
movement direction.

Interaction Workflow

The interaction process in the developed sys-
tem is designed to provide an intuitive and seam-
less user experience by integrating gaze-based
object selection with hand gesture-driven manip-
ulation. The interaction flowchart is displayed in
Fig. 3. The interaction workflow is as follows:

1. Gaze at Object. The user initiates the inter-
action by gazing at the desired object on the screen.
The eye-tracking module detects the gaze point
and selects the object for potential manipulation.

yes

Two-hand pinch?

yes .
Hands moving closer/farther or rotating?

2. Hand Gesture Detection. The system con-
tinuously monitors the user’s hands to detect any
gestures. The hand detection module identifies the
positions of key hand landmarks and sends this
data to the gesture recognition module.

3. Gesture Recognition. Once a gesture is
detected, the system interprets the specific type of
gesture being performed. The recognition module
identifies single-hand pinch gestures for dragging
and two-hand pinch gestures for scaling and rotat-
ing.

4. Object Manipulation. Based on the recog-
nized gestures and gaze data, the system performs
the corresponding action — whether it be dragging,
scaling, rotating, or a combination of scaling and
rotating — on the selected object.

The system supports simultaneous scaling and
rotation of the selected object. When a two-hand
pinch gesture is detected, the system analyzes
both the distance between the hands (for scaling)
and the rotational movement (for rotation). If both
actions are detected simultaneously, the system
applies both transformations concurrently to the
selected object.

System Interface Overview

The interface used during the evaluation ses-
sions is illustrated in Fig. 4. This screenshot cap-
tures the key elements of the system that were
critical for conducting the experiments:

1. Video Feed and Hand Landmark Overlay.
The interface features a live video feed with hand
landmarks overlayed to provide real-time feedback
on recognized gestures.

no

PSPy =
etz

Object detected?

yes
Hand gesture detected?

yes
Single-hand pinch?

Fig. 3. Interaction workflow
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Fig. 4. Screenshot of the developed system interface — manipulating selected object

2. Eye-Tracker Calibration Button. A calibra-
tion tool is provided to ensure the accuracy of the
eye-tracking system before each session starts.

3. Level Picker. A tool for selecting different
levels, varying in difficulty.

4. Object Manipulation Stage. This area dis-
plays the objects participants need to manipulate
and position within their respective designated
areas.

5. Selected Object. The object the current
transformation is applied to.

The tasks for participants were structured into
5 different levels, with increasing complexity from
Level 1 to Level 5. Each level can be completed
using either mouse input or gaze-gesture Input.

To complete a level, users must position objects
in the designated areas (the system displays a
designated area for each object using hint arrows).
After completing a level, the system displays the
time taken by a user to complete it. The complexity
of the levels is based on the number of objects and
transformations users need to apply to the objects
in order to complete the level:

o Level 1. Drag one object to the designated
area.

o Level 2. Drag two objects to their respective
designated areas.

Level 3. Scale and drag two objects to the
designated areas.
Level 4. Rotate and drag two objects to the
designated areas.
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e Level 5. Rotate, scale, and drag two objects
to their designated areas.

Fig. 5 contains an overview of all evaluation
levels.

The user interface of the completed level is
illustrated in Fig. 6. The following key elements,
except those already mentioned, are numerically
highlighted:

1. Time Display. After the current level is com-
pleted, the system displays the time taken by the
user to complete it.

2. Gaze Indicator. Displays the user’'s gaze
point.

3. Matched Object. The object is successfully
positioned within the designated area.

Evaluation and Results

Evaluation Approach

To evaluate the effectiveness of the gaze-ges-
ture interaction method in comparison to the tra-
ditional mouse input method, a user study was
conducted involving 10 participants. Each partici-
pant completed 5 levels, designed to progressively
increase in complexity, using both interaction
methods. Each participant completed each level 5
times (5 trials) for each method.

The levels were structured as follows:

Level 1. Simple object dragging: participants
had to drag one object to a designated area.
Level 2. Dragging multiple objects: partici-
pants had to drag two objects to their respective
designated areas.
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Fig. 5. Overview of all evaluation levels
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Fig. 6. Screenshot of the developed system interface — completed level

e Level 3. Scaling and dragging objects: par-

ticipants had to scale and drag two objects to
their respective designated areas.

Level 4. Rotating and dragging objects: par-
ticipants had to rotate and drag two objects to
their respective designated areas.

Level 5. A combination of rotating, scaling,
and dragging objects: participants had to rotate,
scale, and drag two objects to their respective
designated areas.
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The primary metric used for evaluation was the
time taken to complete each level, recorded in sec-
onds.

Results. The average task completion time
for each level, aggregated across all participants,
is shown in Fig. 7. The chart compares the per-
formance of the mouse input method with the
gaze-gesture interaction method.

As shown in the chart, the mouse input method
generally resulted in faster task completion times
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Average Task Completion Time by Level for All Participants

® Mouse Input
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Completion time, seconds

o

Level 1 Level 2

m Gaze-Gesture Input
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Level 3

Level 4 Level 5

Fig. 7. Average task completion time by level across all participants

Task Completion Time Distribution by Level for All Participants

B Mouse Input B Gaze-Gesture Input

Completion time, seconds

2 *&

Level 1 Level 2

Level 3

— #4 . *i

Level 4 Level 5

Fig. 8. Task completion time distributed by level for all participants

across most levels, particularly for simpler tasks.
However, in Level 5, where participants were
required to rotate, scale, and drag objects, the
gaze-gesture interaction method outperformed
the mouse interaction method. This suggests that
the gaze-gesture interaction method is particularly
well-suited for complex tasks that involve multiple
simultaneous actions.

The box plots of the task completion times for
each level are shown in Fig. 8. It illustrates varia-
bility in participants’ performance for both interac-
tion methods. The mouse input method generally
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has lower variability, particularly in the earlier levels.
In contrast, the gaze-gesture interaction method
showed higher variability, which is expected given
the novelty of the interaction technique. However,
in Level 5, the gaze-gesture interaction method not
only matched but exceeded the mouse method in
efficiency, as indicated by the lower median comple-
tion time. This supports the observation that partici-
pants were able to leverage the simultaneous nature
of gaze and hand gestures to perform complex
actions more efficiently than when using a mouse,
which required separate, sequential actions.
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Discussion. While the mouse interaction
method remains more efficient for simpler tasks,
its sequential nature limits its effectiveness in com-
plex scenarios. This study highlights the potential
of the gaze-gesture interaction method, particu-
larly in complex tasks that involve simultaneous
actions like rotating, scaling, and dragging objects.
Implemented and evaluated on a web-based plat-
form using a standard web camera, this method
requires no additional hardware, making it acces-
sible and practical for a wide range of users. Addi-
tionally, with the gaze-gesture interaction method,
it is possible to simultaneously manipulate multi-
ple objects — users can capture and control two
objects independently with each hand, which is not
possible with traditional mouse input.

Potential Applications

Given its web-based implementation and reliance
on standard technology, the gaze-gesture interac-
tion method has several potential applications:

e Web-Based Interactive Applications. This
method could be used in web applications that
require complex object manipulations, such as
online design tools, interactive maps, interactive
educational platforms, and virtual reality environ-
ments accessed through a browser.

e Remote Collaboration Tools. It could
enhance web-based collaboration platforms by
allowing users to interact more naturally with
shared content, such as rotating and scaling 3D
models in real time.

e Accessibility Tools. The gaze-gesture
method could provide an alternative input mech-
anism for users with limited mobility, offering more
intuitive control over web interfaces with no need
for traditional input devices.

Future Directions

Future research could explore hybrid
approaches that combine the gaze-gesture inter-
action method with traditional input devices, as this
may be useful in specific use cases. Additionally,
further investigation into a wider range of applica-
tions for the gaze-gesture interaction method could
help assess and expand its utility across various
digital environments.

Conclusions. This study evaluated the
gaze-gesture interaction method, implemented
and tested on a web-based platform using a
standard web camera with no additional hardware
requirements. The results demonstrate that while
the traditional mouse input method is more efficient
for simpler tasks, the gaze-gesture method shows
better results in scenarios that require simultane-
ous actions, like rotating, scaling, and dragging
objects.

The ability to perform multiple actions concur-
rently is a significant advantage of the gaze-ges-
ture method, making it particularly suitable for
complex, multitasking environments. The imple-
mentation on the web using a standard camera
demonstrates the accessibility and practicality of
this approach, eliminating the need for specialized
hardware.

Future work should focus on exploring hybrid
approaches that combine the gaze-gesture inter-
action method with traditional input devices, as this
may offer benefits in certain scenarios. Additionally,
further research could investigate broader appli-
cations of the gaze-gesture interaction method
across various digital environments to assess its
potential to enhance interaction efficiency and
user experience.

BIBLIOGRAPHY:
1. Argelaguet F., Andujar C. A survey of 3D object selection techniques for virtual environments. Computers
& Graphics, 2013. 37(3), 121-136. https://doi.org/10.1016/j.cag.2012.12.003
2. Chatterjee ., Xiao R., Harrison C. Gaze+gesture: Expressive, precise and targeted free-space interactions.
Proceedings of the 2015 ACM on International Conference on Multimodal Interaction, 2015. 131-138. https://

doi.org/10.1145/2818346.2820752

3. Google. (n.d.). MediaPipe hand landmarker. URL: fhttps://ai.google.dev/edge/mediapipe/solutions/vision/

hand_landmarker June 26, 2024

4. Hales J. Interacting with objects in the environment by gaze and hand gestures. 2013. URL:https://api.

semanticscholar.org/CorpuslD:52206471

5. Lystbaek M. N., Rosenberg P., Pfeuffer K., Grgnbeek J. E., Gellersen H. Gaze-hand alignment: Combining
eye gaze and mid-air pointing for interacting with menus in augmented reality. Proceedings of the ACM on
Human-Computer Interaction, 6(ETRA), 2022. 1-18. https://doi.org/10.1145/3530886

6. PapoutsakiA., Sangkloy P., Laskey J., Daskalova N., Huang J., Hays J. WebGazer: Scalable webcam eye
tracking using user interactions. Proceedings of the 25th International Joint Conference on Artificial Intelligence

(IJCAI), 2016. 3839-3845.

7. Pfeuffer K. Design principles & issues for gaze and pinch interaction. ArXiv, abs/2401.10948. 2024. URL:

https://api.semanticscholar.org/CorpusID:267069101



Information Technology: Computer Science, Software Engineering and Cyber Security, Bun. 3, 2024

8. Pfeuffer K., Mayer B., Mardanbegi D., Gellersen H. Gaze + pinch interaction in virtual reality. Proceedings
of the 5th Symposium on Spatial User Interaction, 2017. 99-108. https://doi.org/10.1145/3131277.3132180

9. Reddy N. L., Murugeswari R., Imran Md., Subhash N., Reddy N. V. K., Adarsh N. B. Virtual mouse
using hand and eye gestures. 2023 International Conference on Data Science, Agents & Attificial Intelligence
(ICDSAAI), 2023. 1-5. https://doi.org/10.1109/ICDSAAI59313.2023.10452550

10. Rozado D., Niu J., Lochner M. Fast human-computer interaction by combining gaze pointing and face
gestures. ACM Transactions on Accessible Computing, 2017. 10(3), 1-18. https://doi.org/10.1145/3075301

11. RyuK., Lee J.-J., Park J.-M. GG interaction: A gaze—grasp pose interaction for 3D virtual object selection.
Journal on Multimodal User Interfaces, 2019. 13(4), 383-393. https://doi.org/10.1007/s12193-019-00305-y

12. Slambekova D., Bailey R., Geigel J. Gaze and gesture based object manipulation in virtual worlds.
Proceedings of the 18th ACM Symposium on Virtual Reality Software and Technology, 2012. 203-204. https://
doi.org/10.1145/2407336.2407380

13. Wachs J. P., Kélsch M., Stern H., Edan Y. Vision-based hand-gesture applications. Communications of
the ACM, 2011. 54(2), 60—71. https://doi.org/10.1145/1897816.1897838

14. Ware C., Mikaelian H. H. An evaluation of an eye tracker as a device for computer input2. Proceedings of
the SIGCHI/GI Conference on Human Factors in Computing Systems and Graphics Interface, 1986. 183—188.
https://doi.org/10.1145/29933.275627

REFERENCES:

1. Argelaguet, F., & Andujar, C. (2013). A survey of 3D object selection techniques for virtual environments.
Computers & Graphics, 37(3), 121-136. https://doi.org/10.1016/j.cag.2012.12.003

2. Chatterjee, I., Xiao, R., & Harrison, C. (2015). Gaze+gesture: Expressive, precise and targeted free-
space interactions. Proceedings of the 2015 ACM on International Conference on Multimodal Interaction,
131-138. https://doi.org/10.1145/2818346.2820752

3. Google. (n.d.). MediaPipe hand landmarker. Retrieved June 26, 2024, from https://ai.google.dev/edge/
mediapipe/solutions/vision/hand_landmarker

4. Hales, J. (2013). Interacting with objects in the environment by gaze and hand gestures. https://api.
semanticscholar.org/CorpuslD:52206471

5. Lystbaek, M. N., Rosenberg, P., Pfeuffer, K., Grgnbaek, J. E., & Gellersen, H. (2022). Gaze-hand alignment:
Combining eye gaze and mid-air pointing for interacting with menus in augmented reality. Proceedings of the
ACM on Human-Computer Interaction, 6(ETRA), 1-18. https://doi.org/10.1145/3530886

6. Papoutsaki, A., Sangkloy, P., Laskey, J., Daskalova, N., Huang, J., & Hays, J. (2016). WebGazer:
Scalable webcam eye tracking using user interactions. Proceedings of the 25th International Joint Conference
on Atrtificial Intelligence (IJCAI), 3839-3845.

7. Pfeuffer, K. (2024). Design principles & issues for gaze and pinch interaction. ArXiv, abs/2401.10948.
https://api.semanticscholar.org/CorpusID:267069101

8. Pfeuffer, K., Mayer, B., Mardanbegi, D., & Gellersen, H. (2017). Gaze + pinch interaction in virtual reality.
Proceedingsofthe 5th Symposiumon Spatial User Interaction,99—108. https://doi.org/10.1145/3131277.3132180

9. Reddy, N. L., Murugeswari, R., Imran, Md., Subhash, N., Reddy, N. V. K., & Adarsh, N. B. (2023). Virtual
mouse using hand and eye gestures. 2023 International Conference on Data Science, Agents & Artificial
Intelligence (ICDSAAI), 1-5. https://doi.org/10.1109/ICDSAAI59313.2023.10452550

10. Rozado, D., Niu, J., & Lochner, M. (2017). Fast human-computer interaction by combining gaze pointing
and face gestures. ACM Transactions on Accessible Computing, 10(3), 1-18. https://doi.org/10.1145/3075301

11. Ryy, K, Lee, J.-J., &Park, J.-M. (2019). GG interaction: Agaze—grasp pose interaction for 3D virtual object
selection. Journal on Multimodal User Interfaces, 13(4), 383-393. https://doi.org/10.1007/s12193-019-00305-y

12. Slambekova, D., Bailey, R., & Geigel, J. (2012). Gaze and gesture based object manipulation in virtual
worlds. Proceedings of the 18th ACM Symposium on Virtual Reality Software and Technology, 203—-204.
https://doi.org/10.1145/2407336.2407380

13. Wachs, J. P., Kdlsch, M., Stern, H., & Edan, Y. (2011). Vision-based hand-gesture applications.
Communications of the ACM, 54(2), 60—71. https://doi.org/10.1145/1897816.1897838

14. Ware, C., & Mikaelian, H. H. (1986). An evaluation of an eye tracker as a device for computer input2.
Proceedings of the SIGCHI/GI Conference on Human Factors in Computing Systems and Graphics Interface,
183-188. https://doi.org/10.1145/29933.275627

42



