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IMPORTANT ISSUES OF DATA PROCESSING AND PROTECTION
IN DISTRIBUTED SYSTEMS

The purpose of this article is to explore the critical aspects of big data processing in distributed networks as
a contemporary challenge in ensuring cybersecurity. Special attention is given to issues of confidentiality, integrity,
and availability of data in multi-user environments with high interaction complexity.

The methodology of the study involves a comprehensive approach, including the analysis of threats
and vulnerabilities specific to distributed architectures such as cloud technologies, peer-to-peer networks,
and decentralized infrastructures. Key issues such as asynchronous data access, limited computational resources,
operation synchronization complexity, and risks of data interception during transmission are examined. The study
evaluates modern cryptographic approaches, including homomorphic encryption, distributed key management
mechanisms, and privacy-preserving protocols. Additionally, the application of machine learning and deep learning
algorithms is explored for anomaly detection in system behavioral models in real-time.

The scientific novelty of the research lies in the systematization of threats and vulnerabilities inherent to
distributed data processing systems and the development of effective approaches to neutralize them. For the first
time, a comprehensive approach to the use of blockchain technologies is proposed as a means of ensuring
transparent auditing of events and tracking transactions in distributed environments.

The conclusions provide practical recommendations for integrating modern cryptographic methods, distributed
key management mechanisms, blockchain technologies, and machine learning algorithms to build resilient
cybersecurity systems. The findings are of practical significance for ensuring the protection of big data in distributed
networks and improving the effectiveness of responses to potential threats.

Key words: big data, distributed networks, cybersecurity, information protection, cryptography, homomorphic
encryption, anomaly detection, machine learning, blockchain, risk management, privacy, data integrity, cloud
technologies.
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BAXNUBI MUTAHHA OBPOBKU TA 3AXUCTY OAHUX
Y AUCTPUBYTOBAHUX CUCTEMAX

Memoro cmammi € AocnidxeHHsI KPUMUYHUX acrekmie obpobKu eerukux 0aHux y po3rodileHux mepexax
SIK Cy4aCHO20 BUKITUKY 3abe3reqdeHHs1 Kibepbesneku. Ocobnusa yeaza npudineHa npobremam KoHpIOeHUitIHoCMI,
uinicHocmi ma docmyrnHocmi daHux y bazcamokopucmysaubKux cepedosuuiax i3 8UCOKUM pieHeM cKradHocmi
83aemoaii.

Y mMemodonoeii pobomu 3acmocosaHo KOMIIEKCHUU Mnioxid, wo eKoyae aHania 3azpo3 i epaanusocmed,
xapakmepHux O po3nodineHux apximekmyp, makux SK XMapHi mexHosoeii, 00HopaH208i Mepexi
ma OeueHmpanizosaHi iHghpacmpykmypu. Po3arssHymo K4oei npobriemMu, 30Kpema acuHXpoHHUU docmyrn 0o
OdaHux, obmexeHi ob4ucrosarbHi pecypcu, CkradHicmb CUHXPOHI3auii onepauil i pusuKu rnepexonnneHHs iHgopmauii
nid yac nepedaui. [poeedeHo aHari3 cy4acHUX KpurmoapagidHux nioxodie, 8KMoYaro4U 20MOMOPGHE WUPy8aHHS,
MexaHi3mu po3nodineHo2o ynpasniHHA K4Yamu ma rpomokonu 36epexeHHss KoHgideHuitiHocmi. [Jodamkoso
00cCridxeHo anzopummu MawuHHo20 ma erubUHHO20 HagyaHHs 0515 8Usi8rieHHs aHomarili y nogediHKo8ux Moderisix
cucmem y pexumi peasibHo20 Yacy.

Haykoea Hoeu3Ha pobomu fofisizae y cucmemamu3ay,ii 3aepo3 ma epasnueocmed, pumamaHHUX po3nodineHum
cucmemam 06pobku daHux, i po3pobui echekmueHux nidxodie 0ns ix Helimparni3auii. Bnepwe 3anpornoHoeaHo
KomrinekcHUU nidxid Ao sukopucmaHHsi briokyeliH-mexHonoeili sik 3acoby 3abesnedeHHs1 npo3opocmi aydumy noditi
i gidcmexxeHHs1 mpaH3akyid y po3nodineHux cepedosuLyax.

Y esucHoekax HasedeHO rnpakmuuyHi pekomeHOauii wodo iHmezpauii cydacHux KpunmozpagiyHux memodis,
MexaHi3mig po3noldifieHo20 yrpaeniHHA Kmodyamu, 6r1oK4elH-mexHomoeili ma an2opummie MalluHHO20 Hag4yaHHS
0ns nobydosu cmitlikux 00 3a2po3 Kibepbesnekosux cucmem. Pesynbmamu OOCiOXeHHS Malmb rNpakmuyHe
3HauyeHHs Orisi 3abe3reqdeHHsT 3axucmy eslukux 0aHux y po3rnodifieHUx Mepexax ma nidsulieHHs echekmusHocmi
peazysaHHs1 Ha MomeHUuiliHi 3a2po3su.

Knruosi cnoea: senuki OaHi, po3nodineHi mepexi, kibepbesneka, saxucm iHopmauil, Kpunmoepadis,
20MOMOpPGbHe WUhpyBaHHsl, 8USIBNEHHS] aHoMarnil, MaluuHHe HaedyaHHs, Ornok4YelH, ynpaeniHHs pu3ukamu,
KOHbideHUitHICMb, uinicHicmb daHuUX, XMapHi mexHosnoail.

Introduction. In today’s era of digital trans- and flaws in data access systems create favorable
formation, big data has become a key resource  conditions for attacks. In particular, attackers use
for organizations across industries. Distributed the specifics of distributed networks to launch deni-
networks, such as cloud computing, peer-to-peer  al-of-service (DDoS) attacks, steal data and unau-
networks, and decentralized platforms, provide thorized modification. In addition, the problem is
scalability, accessibility, and efficiency in process-  complicated by the requirements for real-time data
ing this data. However, the growth in the volume  processing speed, which imposes restrictions on
of information and its criticality is accompanied by  the use of traditional security methods that are too
the emergence of new threats to its security, due to  resource-intensive. In this context, it is critical to
the dynamism of distributed environments, asym-  develop effective, scalable and adaptive security
metry of computing power, and the complexity of = mechanisms that take into account the specifics
integrating various system components. of big data and distributed network architectures.

Cyberattacks aimed at compromising the con- The purpose of the article is to identify,
fidentiality, integrity and availability of data pose a  analyze, and develop effective methods and
particular danger. Vulnerabilities in network infra-  approaches to ensuring the protection of big data
structure, unreliable data transmission protocols, in distributed networks that take into account the
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specifics of such environments, in particular their
dynamism, asynchrony, and scalability.

To achieve this goal, the following main tasks
have been set:

1. To review and systematize the current threats
arising from the processing of big data in distrib-
uted networks, with a focus on the problems of con-
fidentiality, integrity and availability of information.

2. Investigate existing cryptographic security
methods, their effectiveness and adaptability to
distributed environments.

3. To develop and analyze threat detection
algorithms using machine learning technologies,
in particular deep learning, to identify anomalies
in real time.

4. Evaluate the potential of blockchain technol-
ogies to ensure the security of big data in distrib-
uted networks, in particular for event auditing and
transaction tracing.

One of the key challenges in securing big data
in distributed networks is the need to balance the
efficiency of information processing with its protec-
tion. Multi-user environments are often character-
ized by high dynamic data access, which makes
it difficult to manage access rights, ensure trans-
parency of operations, and prevent unauthorized
interference. In addition, the nature of big data pro-
cessing requires the integration of various technol-
ogies, such as containerization, compute orches-
tration, and workflow automation, which increases
the number of possible vulnerabilities.

Of particular importance are the problems of
ensuring data integrity, when changing even a
small part of the information can lead to significant
disruptions in the system’s functioning or to the
appearance of unreliable results. At the same time,
the need for fast real-time data processing makes
it difficult to implement comprehensive security
checks at every stage of computing.

Modern challenges also relate to the unification
of security protocols and standards in the context
of the globalization of the information space. Dis-
tributed networks often span multiple jurisdictions
with different laws and regulatory requirements,
making it difficult to create universal approaches
to data protection. The issue of system compatibil-
ity and ensuring their uninterrupted functioning in
the event of threats or attacks is another important
aspect.

Another challenge is the development of
decentralized platforms where data processing
takes place without clear centralized control. In
such systems, there is a growing risk of disagree-
ments between participants, distrust in the results
of data processing, and the spread of manipula-
tion in transactions. These challenges emphasize
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the need to develop not only technical solutions
but also regulatory and organizational approaches
that ensure comprehensive protection of big data
in distributed environments.

Threats to big data in distributed networks can
be categorized into three main aspects: confidenti-
ality, integrity, and availability, which form the basic
triad of cybersecurity — the CIA model. Each of
these aspects has its own specific threat charac-
teristics and consequences.

Confidentiality means ensuring that only
authorized entities have access to data. The for-
malization of a confidentiality breach can be
described by the formula:

B(C)=P(U, eU,),

where U, — access subject, U, — set of author-
ized entities, P — the possibility of unauthorized
access. The main types of privacy attacks are
information interception and metadata analysis,
including man-in-the-middle attacks and attacks
on encrypted data channels.

Integrity ensures the integrity and accuracy of
data during its processing, storage, or transmis-
sion. A breach of integrity can be expressed by the
following formula:

B(1)=3x;,x; € D.x; # x;,h(x;) = h(j),

where D — dataset, h(x) — a hash function
used for data verification. Integrity threats include
unauthorized data modification and data injection.
In particular, data overwriting attacks affect critical
systems, reducing their reliability.

Availability means ensuring that data and
resources can be legally accessed at any time. An
availability violation is described by the following
formula:

— Dt
B(A)= 7 8,

where & — acceptable level of downtime, D, —
system unavailability time, T, — total system oper-
ation time.

Classification of threats by sources and
methods of attack

Threats to big data in distributed networks can
be categorized according to various attributes,
including attack sources and methods. Defin-
ing these categories allows you to create more
accurate models for protecting and responding to
threats. The main sources of threats are internal
and external attacks, as well as unauthorized use
of resources. Attack methods can be divided into
attack and exploitation methods used to violate
each of the security aspects: confidentiality, integ-
rity, and availability.



Information Technology: Computer Science, Software Engineering and Cyber Security, Bun. 4, 2024

This classification allows us to take into account
not only the types of attacks, but also their sources,
which allows us to create more flexible and effec-
tive defense strategies. For example, to combat
internal threats, it is necessary to apply strict con-
trol over access to data and monitor user activity.
For external threats, such as DDoS attacks, it is
necessary to use traffic filtering and network-level
protection methods. In addition, developing meth-
ods to quickly identify fake certificates or attack
verification mechanisms will be an important step
in ensuring security in the face of the constant
development of attack techniques.

To effectively protect big data in distributed net-
works, it is necessary to implement comprehen-
sive methods focused on ensuring confidentiality,
integrity, and availability. These methods should
take into account the specifics of distributed envi-
ronments, such as decentralized access, a large
number of entry points, and high volumes of data
to be processed.

Confidentiality protection is aimed at protecting
information from unauthorized access. The main
methods are:

1. Data encryption, where symmetric (AES) and
asymmetric algorithms (RSA, ECC) are used to
protect confidentiality. The encryption process can
be described by the formula:

C=E,(P),

where C - ciphertext, P— plain text, E, —encryp-
tion function with a key.

2. Data anonymization, where techniques such
as differential privacy add noise to the data to pre-
serve user privacy.

3. Access control, where multi-level policies, such
as Role-Based Access Control, are implemented.

Data integrity ensures that information remains
unchanged and reliable. The main methods:

e Hashing — uses algorithms such as SHA-
256 to verify changes to data.

e Digital signatures — provide authentication of
the data source using asymmetric encryption.

e Version control — storing previous versions
of data to ensure that it can be restored after mod-
ification.

Data availability guarantees continuous access
to information, even in the event of a threat. The
main methods:

e Distributed storage — the use of systems
such as RAID or decentralized networks that guar-
antee data redundancy:

e Protection against DDoS attacks — the use of
traffic filtering mechanisms, for example, through
content delivery networks (CDNs).

e Backup automation — regular backups for
quick recovery in case of loss.

These methods should interact in a single sys-
tem to provide a full range of data protection. For
example, encryption guarantees confidentiality,
but digital signatures or hashing are required to
verify data.

Distributed networks that process large
amounts of data are characterized by a number of
specific features that significantly affect the imple-
mentation and effectiveness of information security
methods. These features include a geographically
distributed structure, high dynamics of the network
topology, a large amount of processed data, and a
multi-user environment.

Table 1

Classification of threats by sources and methods of attack

Threat source

Attack methods

Threat category

Attack goals

Attack example

Internal threats

Employees or users of
the system

1.lllegal access to
data 2.Modification
of data without
authorization

Confidentiality Integrity

Insider attacks Data
leakage

External
threats

External attackers or
organizations

Man-in-the-middle or
distributed denial of
service attacks

Confidentiality Integrity
Availability

DDoS attacks Data
interception

Threats from
technology

Software and hardware
vulnerabilities

Exploitation of

OS or software
vulnerabilities;
Exploitation of flaws
in network protocols

Confidentiality Integrity
Availability

Database hacking;
Network attacks

Variable threats

Attacks on verification

Fake certificates or

Confidentiality Integrity

Forgery of digital

by external
factors

circumstances

Energy losses

mechanisms metadata tampering; signatures; Use of
Attacks on identity fake certificates
systems
Threats caused | Unforeseen Natural disasters; Availability Loss of access to

data due to natural
disasters
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One of the key features is decentralization,
which creates additional challenges for access con-
trol and security monitoring. Distributed networks
do not have a single data center, which makes it dif-
ficult to use traditional centralized security systems.
In such conditions, it is necessary to use methods
that allow you to dynamically adapt access policies
depending on changes in the network topology. For
example, role-based and attribute-based access
control systems should provide a quick response
to changes in user roles or resource status in real
time. It is also important to ensure effective pro-
tection in terms of scalability. Big data processing
requires computing resources that far exceed the
capabilities of traditional cybersecurity approaches.
Therefore, modern security methods must take into
account the limitations of computing power, net-
work bandwidth, and processing delays. This leads
to a growing demand for lightweight cryptographic
algorithms, data compression methods, and traffic
flow optimization that minimize the impact on sys-
tem performance. Another feature is the increased
vulnerability to attacks due to the multi-user envi-
ronment. The interaction of numerous users and
devices in a distributed network creates risks to
data confidentiality and integrity. These risks can
be mitigated by using multi-level encryption, man-
datory multi-factor authentication, and integrating
intrusion detection systems with machine learning
to analyze anomalies in user behavior. An important
challenge is to ensure uninterrupted data availabil-
ity in distributed storage networks. In such systems,
any damage or failure of individual nodes should
not affect the functioning of the entire network. This
is achieved through data redundancy, regular back-
ups, and the implementation of auto-checking and
self-healing mechanisms.

Distributed computing is the fundamental basis
for working with big data, as it provides parallel
processing of information, optimized resource uti-
lization, and scalability of systems. However, this
architecture imposes significant requirements and
creates new challenges for building data protec-
tion systems. They are characterized by a large
number of nodes that can be geographically dis-
tributed. This requires the implementation of
decentralized security systems that can operate
without centralized control. In particular, such sys-
tems use blockchain, which provides reliable verifi-
cation of transactions, or cryptographic algorithms
that allow the exchange of keys without the need
for centralized trusted parties.

The second critical aspect is the scalability of
the security architecture. Security systems must
be able to dynamically expand to handle grow-
ing data volumes and the number of requests. In
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such an environment, traditional encryption and
authentication methods may not be effective due
to processing delays. This requires the use of light-
weight protocols, such as elliptic curve cryptogra-
phy, as well as the integration of artificial intelli-
gence-based threat detection methods. In addition,
distributed computing creates risks associated with
infrastructure heterogeneity. In most cases, distrib-
uted systems consist of nodes running on different
platforms and using different technologies. This
increases the likelihood of exploiting compatibility
vulnerabilities in system components. To solve this
problem, it is necessary to implement standard-
ized security protocols and mutual authentication
mechanisms between nodes. It is also important
to manage access to resources in a distributed
architecture. Due to the large number of users and
requests, there is a risk of system overload and
an increased likelihood of attacks such as DDoS.
To prevent this, access restriction policies, load
balancing between nodes, and dynamic resource
scaling are used. Another challenge is to ensure
transparency and control over security in distrib-
uted computing. Ontegrated monitoring systems
are used to analyze the behavior of nodes and
requests in real time. Such systems are able to
automatically detect anomalies that may indicate a
possible attack and take measures to neutralize it.
Effective protection of big data in distributed
networks requires the implementation of modern
monitoring and threat detection systems that can
operate in real time, given the dynamic nature of
such networks. These systems are based on ana-
lyzing large volumes of traffic, detecting anomalies
in the behavior of users and network nodes, and
being able to respond quickly to security incidents.
One of the main components of modern mon-
itoring systems is mechanisms for collecting and
analyzing telemetry data from all network nodes.
In distributed networks, these mechanisms must
be decentralized and scalable to process data
from many sources simultaneously. Streaming
data processing technologies, such as Apache
Kafka or Apache Flink, play an important role in
this, allowing for efficient real-time processing of
events. Threat detection systems, in turn, use
machine learning and artificial intelligence algo-
rithms to analyze anomalies. For example, cluster-
ing methods or neural networks to detect complex
patterns in behavior. These algorithms allow not
only to identify threats that match known attack
patterns, but also to predict potentially new types
of attacks that have no historical analogues.
Integrating monitoring with incident response
tools is also an important aspect. Systems such as
SIEM automate detection and response processes,
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providing analytical information for security opera-
tors. For example, if suspicious activity is detected
in network traffic, the system can automatically
isolate the host or block access, preventing the
threat from spreading. Another critical component
is ensuring transparency of the monitoring sys-
tem’s actions for administrators. This is achieved
by building a multi-level data visualization system
that allows you to get an idea of the network status
and possible threats. The use of graphical inter-
faces, for example, based on systems such as Kib-
ana, facilitates data analysis even on a large scale.
The importance of protecting the monitoring sys-
tems themselves, which also become a target for
attackers, should be noted separately. For this pur-
pose, methods of protection against man-in-the-
middle attacks, multi-level encryption of telemetry
data, and the use of containerization technologies
to isolate components are being implemented.

Integrating security into the architecture of
distributed networks is a key aspect of big data
security. This process requires taking into account
the specifics of distributed environments, such as
decentralization, infrastructure heterogeneity, and
the dynamic nature of data flows. An integrated
approach to integration should provide protection
at all levels of the architecture, including the infra-
structure, network, and application layers.

At the infrastructure level, isolation and segmen-
tation technologies are implemented to minimize
the risks of threats spreading in the event of com-
promise of individual nodes. For example, the use of
virtualization and containerization (Docker, Kuber-
netes) provides logical isolation of processes and
execution environments. This makes it impossible
for an attacker to access other system components
even if an attack on a single node is successful.

At the network level, the integration of secu-
rity means involves the implementation of mech-
anisms for encrypting data transmission channels
(for example, TLS/SSL protocols) and protection
against attacks at the routing level (for example,
BGP-Sec). It is also important to use network seg-
mentation using virtual local area networks (VLANS)
to limit the interaction between different groups of
nodes. Distributed systems are increasingly using
software-defined networks (SDN), which provide
centralized control and adaptation of security pol-
icies to dynamic changes in the network.

At the application level, integration includes the
implementation of multi-factor authentication, role-
based and attribute-based access control models,
as well as control and audit tools. The uniqueness
of distributed environments requires these mech-
anisms to be highly adaptive: they must take into
account the distribution of resources and ensure
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policy consistency across different nodes. For
example, when a user’s role changes, the access
policy should be automatically updated across all
system components.

Automation is of particular importance for
security integration. In distributed networks, large
amounts of data and high process dynamics make
manual security management difficult. Therefore,
the integration of automated systems, such as
SOAR (Security Orchestration, Automation, and
Response), allows you to automatically respond
to security incidents. For example, if abnormal
activity is detected on a particular node, the sys-
tem can initiate isolation of that node, change
access policies, or redirect traffic to other nodes.
Another important component is the integration of
self-diagnostic and self-healing mechanisms. This
allows the system to proactively detect vulnerabil-
ities, check the compliance of settings with mod-
ern security standards, and automatically restore
functionality in the event of a failure. For example,
the use of data replication and consensus mech-
anisms (RAFT, Paxos) in distributed data ware-
houses guarantees their availability even if some
nodes are lost.

Conclusions. The article investigates the critical
aspects of big data processing in distributed net-
works, taking into account the challenges associ-
ated with ensuring their protection. By analyzing
modern methods of data processing, monitoring
and protection, it is established that distributed
systems are an important component of big data
infrastructure, but their decentralization, scalability
and dynamic nature significantly complicate the
construction of effective security systems. In par-
ticular, the structure of distributed networks, char-
acterized by geographical remoteness of nodes,
heterogeneity of execution environments, and high
traffic intensity, imposes additional requirements for
security tools. The study determined that traditional
approaches to ensuring the confidentiality, integrity,
and availability of information are becoming insuf-
ficient, especially in the context of system scaling.
In this regard, it is proposed to use lightweight
cryptographic algorithms, in particular elliptic curve
cryptography, and blockchain technologies for
decentralized data storage and transaction veri-
fication. Threat monitoring and incident manage-
ment are critical to protecting big data in distributed
networks. We propose to integrate real-time data
analysis mechanisms, use artificial intelligence to
detect anomalies, and automate response pro-
cesses. Systems such as SIEM and SOAR, which
are focused on automatically performing threat pre-
vention operations, have proven effective in reduc-
ing response times and minimizing the impact of
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incidents on system functionality. Integration of
security tools into the architecture of distributed
networks should take into account a multi-level
approach. At the infrastructure level, it is recom-
mended to use node isolation through virtualization
and containerization. At the network level, the use
of software-defined networks (SDN) allows you
to dynamically adapt security policies to changes
in topology. At the application level, it is important
to implement multi-factor authentication, adaptive
access control, and audit mechanisms. A high level
of automation of security processes is a manda-
tory component of modern systems. The introduc-
tion of self-healing technologies and self-diagnostic

mechanisms allows for a proactive approach to
eliminating threats. Data replication and consensus
tools, such as RAFT and Paxos, ensure data avail-
ability and integrity even in the event of the loss
of individual nodes. The study results confirm that
effective protection of big data in distributed net-
works is only possible with the use of innovative
technologies, adaptive methods, and an integrated
approach to security. Integration of advanced tech-
nologies such as blockchain, artificial intelligence,
software-defined networks, and automated inci-
dent management systems are key to creating
resilient and dynamic security systems that meet
the demands of modern information environments.
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